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Evaluation and Comparison of the Real-Time Performance
of CAN and TTCAN

A. Albert, W. Gerth

This article compares CAN with TTCAN (Time Triggered CAN) by hand of their abil-
ity to react to asynchronous external events. For the evaluation the method ’Distinct-
ness of Reaction’ is utilized which is based on an orthogonal Walsh correlation. The
method measures the average latency response time and the jitter when reacting to asyn-
chronous external events. Furthermore, the measuring procedure yields the ’frequency
response’ of the communication system which allows the detection of its characteristic
properties. Based on the results, a discussion is carried out which enables the derivation
of interesting clues in order to plan and optimize time triggered systems.

1 Introduction

Modern control concepts in the automotive
field such as X-by-wire or global vehicle dy-
namics control strategies require highly de-
pendable architectures. Since for the men-
tioned applications fault-tolerance behavior
and determinism is of great importance, time
triggered (TT) concepts are expected to be
superior compared to event triggered (ET)
concepts. The distinction between TT and ET
systems is possible by means of the operat-
ing system as well as the communication bus,
whilst this paper focuses on bus concepts.
The main advantage of time triggered con-
cepts is their deterministic behavior during
regular operation, whereas the main advan-
tage of event triggered systems is their ability
to react fast to asynchronous external events.
A typical example for an event triggered bus
concept (and probably the most used one in
the automotive field) is CAN [CAN90]. Time
triggered bus concept with special empha-
sis to the automotive field are, for instance,
TTP/C [PK98], TTCAN (Time Triggered CAN)
[LH02, MFH+02] or FlexRay [BBE+02].
As already mentioned, the behavior of time
triggered bus concepts is quasi deterministic
during regular operation, since time slices de-
fine the permission to access the bus (Time
Division Multiple Access, TDMA). Therefore,
time triggered concepts provide a higher
safety potential, since e.g. missing messages
are immediately detected. Other important
properties are the possibility to guard the bus
against non authorized bus accesses and to

realize synchronously working busses in or-
der to take care for redundancy (fault-tolerant
systems) [Kop97]. A very important prop-
erty from the point of view of the automotive
field is the so called composability. Since the
time slices to access the bus are predefined,
the behavior along the time axis is decoupled
from the actual bus load. In fact, the prede-
fined phases among the messages are con-
stant. Thus, it is possible to develop differ-
ent subsystems independently (e.g. by the
car manufacturers and suppliers) and subse-
quently to merge them into the complete sys-
tem. A comprehensive overview addressing
the different properties of TT and ET systems
can be found, for instance, in [APF02].
One drawback of time triggered bus concepts
is their harder requirements concerning the
design procedure, since all processes and
their time specifications must be known in ad-
vance. Otherwise, an efficient implementa-
tion is not possible. Furthermore, the commu-
nication and the task scheduling on the con-
trol units have to be synchronized during op-
eration, since the different oscillators jitter.
One of the elementary requirement of all real-
time systems is their ability to react to an
asynchronous event within a predefined pe-
riod of time. In order to evaluate the quality
of the system, the average response time (la-
tency) and its jitter is considered. The main
purpose of this paper is to quantify these
parameters for communication systems. A
comparison of ET and TT busses is carried
out, whereas the present comparison focuses
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merely on the response to asynchronous
external events and neglects other impor-
tant attributes like fault-tolerance or timeli-
ness guarantees. Obviously, for this com-
parison ET busses have an advantage over
TT busses. Thus, the examination should
also show which price one has to pay for the
higher safety in terms of the reactivity. This
paper is organized as follows:
Section 2 describes the test scenario for the
evaluation of the real-time response. Further,
the qualitative behavior of ET and TT busses
is theoretically analyzed. Section 3 shortly
sketches how the measurement is carried
out. The utilized method yields the average
latency response time and the jitter when a
system is reacting to an asynchronous exter-
nal event. Afterwards, section 3 presents re-
sults for CAN (as an example for an ET bus
concept) and TTCAN (TT bus concept). Fi-
nally, section 4 gives a summary and a dis-
cussion.

2 Test scenario
For the following examination the coopera-
tive communication between two control units
is considered. The inspected test scenario
looks as follows:
A critical situation occurs and corresponding
sensor signals reach the control unit A (in the
following ECU A). Now ECU A informs an-

latency τ

t5: reception of message by ECU A

t4: start of response by ECU B

t3: transmission request of ECU B
processing of information at ECU B

t2: reception of message by ECU B
t1: transmission of message by ECU A
t0: appearance of critical situation

messagemessage

t0 t1 t2 t3 t4 t5

T1 T2 T3 T4 T5

t

A → B B → A

Figure 1: Test scenario along the time axis and
definition of the latency τ

other control unit B about the critical situation

and waits for its reply. Thus in total the cycle
A → B → A is examined. Figure 1 illustrates
this scenario along the time axis.
At t = t0 the critical situation occurs and is im-
mediately available to ECU A. The transmis-
sion of the corresponding message to ECU
B can take place not until t1. Reasons for
this latency T1 = t1 − t0 are manifold. On the
one hand there is a time demand for the com-
putation at ECU A. On the other hand one
has to wait for the permission to access the
bus. Subsection 2.1 will explain the different
compositions of the latency T1 for event and
time triggered systems. The duration T2 is the
transmission time on the bus which depends
on the data rate and the length of the mes-
sage. The reception of the message by ECU
B is finished at t2. The information processing
takes place until t3. Afterwards, a response
for A is required. The permission to access
the bus is received at t4. The scenario ends
at t5 when ECU A receives the response from
ECU B.
Since external (environmental) events occur
asynchronously, the time at which the criti-
cal situation appears is not known in advance.
Therefore, T1 and T4 are quite susceptible for
jitter.

2.1 Origin of jitter
As shown above the overall latency τ is com-
posed of the latencies T1, . . . , T5. Particularly,
the latencies T1 and T4 depend on the bus
concept. Therefore, a more detailed exami-
nation is carried out for T1 and T4.
Figure 2 illustrates qualitatively the behavior
along the time axis for an ET and a TT bus
concept. The upper part shows a situation
for CAN, where the critical situation occurs at
an arbitrary instance of time. Particularly, the
bus can be occupied if a transmission is cur-
rently in progress. Then ECU A has to wait for
the next arbitration and receives in the best
case the permission to the bus in this next ar-
bitration. The cycle A → B → A then starts.
For this situation to happen it is assumed that
the message of ECU A possesses the high-
est priority compared to all other messages
during the arbitration. Summarizing, the fol-
lowing influences are of importance:

• bus work load and message priority
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Figure 2:
Qualitative re-
sponse along the
time axis for an
ET (in this exam-
ple shown for the
CAN bus) and a
TT bus

• maximum length of message and data rate

The lower part of figure 2 shows the qualita-
tive behavior of a TT bus when reacting to an
asynchronous event. For a TT architecture
the instance of time at which the message is
transmitted in the cycle is well defined. In the
worst case, after the occurrence of the critical
situation one has to wait an entire cycle, if the
respective time slot has just passed. After this
idle time it is guaranteed that the transmission
will take place. Therefore, for the inspected
scenario at least a guaranteed upper bound
can be given. Summarizing, the following in-
fluences are of importance:

• cycle structure, cycle time
• position and counts within cycle
• data rate

Since TTCAN also allows the definition of free
arbitration windows, there is better way to re-
act to asynchronous events1. This feature is
not considered here, because our aim is to
guarantee a clear comparison of ET and TT
bus concepts.
If one is concerned to evaluate the real-time
performance on the basis of the shown sce-
nario, usually three questions arise:

1.) Does the system react to all critical sit-
uations?
2.) Of what magnitude is the average delay
τ of the system?

1Besides, CAN in general can be viewed as a
subset of TTCAN if the mandatory reference mes-
sages are not taken into account!

3.) How reliable is the system’s response
with respect to time? I.e., of what magnitude
is the jitter?

To all three questions, the ’Distinctness of Re-
action’ (DoR) is able to give a quantitative an-
swer [Wol02, WAG03, AWG03].
The method is based on an orthogonal Walsh
correlation and yields a reliability measure
given by the average latency response time
and the jitter when reacting to asynchronous
external events. The measurement of the
DoR was originally developed for the evalua-
tion and comparison of different real-time op-
erating systems. As presented in [AWG03]
it is possible also to evaluate communication
systems by this method. Due to lack of space
a detailed description of the measuring pro-
cedure is not possible in the written paper but
will be explained in the oral presentation.
In order to measure the DoR, the communi-
cation system is excited by a rectangular sig-
nal i(t) of known frequency. This excitation
simulates the occurrence of the critical situa-
tion. After the described cycle A→ B→ A the
system reacts in a predefined manner with its
response x(t). The signals i(t) and x(t) are
processed by a digital circuit, implemented on
a CPLD (Complex Programmable Logic De-
vice) which allows to quantify the DoR. For
the performed measurements the DoR can
take on values from 100% (no jitter) to 0% (at
least sporadic loss of excitations).
Not only the determination of a solely value
is carried out (constant frequency of the ex-
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citation i(t)), but the recording of an entire
frequency response. A frequency response
is known to consist of an amplitude response
and a phase response. The DoR determines
the amplitude response. The phase response
is determined by the average response time
τ . In order to achieve a standard of compari-
son a normalization is carried out and the ’av-
erage skew’

s = −τ/T

is introduced. The skew s is scaled down-
wards from 0% to -100%. This choice allows
to evaluate the system’s quality from the plot
by the simple rule

’the higher, the better’.

This rule in the same manner holds true for
the comparison by hand of the DoR plots.
Further explanations concerning the DoR can
be found in the listed literature.

3 Results
This article compares CAN as an example for
an event triggered bus protocol with TTCAN
which serves as an example for a time trig-
gered concept. The basic differences where
explained in section 2.1 and should now be
verified by the aid of real measurements.

3.1 CAN

Figure 3 shows on the left hand side the con-
figuration for the examination of CAN. A micro
controller board is utilized which is based on
the Motorola MPC555 and the real-time op-
erating system RTOS-UH [Ger99]. Since the
micro controller itself offers two built-in CAN
controllers, there is no need for an extra hard-
ware except the CPLD. Figure 4 illustrates the
CAN results for different loads. For all the fol-
lowing measurements the data rate is fixed to
250 kbit/s and the message length equals 2
byte user data. Furthermore, figure 4 also in-
cludes a result for TTCAN; the corresponding
interpretation is described in section 3.2.
Three load assumptions where examined for
CAN:
Scenario Sc1 For scenario Sc1 there is
no load. Measuring the time demand for the
cycle A → B → A gives 0.774ms which cor-
responds to a maximum realizable excitation
frequency of 1291Hz. As can be seen in fig-
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Figure 4: DoR (top) und skew (bottom) for CAN
and TTCAN (both at the rate 250 kbit/s).

ure 4, the system reaches very closely this
limit. This result can also be deduced from
the skew which reaches -100%. At this fre-
quency the system reacts exactly at the in-
stance of time of the next trigger. The curve
of the skew is nearly linear, which indicates a
highly regular behavior. Deviations are due to
measurement uncertainties and background
functions of the operating system, which are
more noticed at higher excitation frequencies
of i(t). An example of an essential back-
ground function is the timer interrupt of the
operating system.
Scenario Sc2 For scenario Sc2 there
is a burden of the bus by low priority mes-
sages which are send by CAN node A cycli-
cally every millisecond. There are distinct
resonances for the frequencies 250, 500 and
1000Hz (in fact, there are such resonances
for every integer factor of 1000Hz, i.e. also for
125Hz, 62.5Hz etc.). The reason for this phe-
nomenon is explained in figure 5. Since back-
ground load and excitation frequency are syn-
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Figure 3: Configuration for the evaluation of CAN (left) and TTCAN (right)

chronous, there is no delay due to the back-
ground load and thus there is no jitter.

τ
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t

Figure 5: Synchronous background load and ex-
citation

Scenario Sc3 Finally, for scenario Sc3 the
micro controller is burdened by its serial inter-
face. For that purpose the interface is param-
eterized such that an interrupt is generated
after the reception of each single character (1
byte). For the serial data rate of 9600 baud
and a continuous data stream there is a load
of approximately 1000 IR/s. As can be rec-
ognized in figure 4 again jitter arise, since the
micro controller is interrupted during the pro-
cessing of the messages of the A → B → A
cycle. Thus, not only load on the bus but also
on the micro controller generates jitter.

3.2 TTCAN
The right hand side of figure 3 already
showed the configuration for measuring the
TTCAN bus. The configuration is based
on two micro controller boards (Motorola
68HC08). Additionally, stand-alone chips of
Robert Bosch GmbH are mounted on the
boards. They implement the TTCAN proto-
col [Har02]. The package of a micro con-

troller board and a TTCAN chip represents
a communication node (ECU). One of the
nodes represents the master2 (corresponds
with node A), the other node serves as the
slave (corresponds with node B). The excita-
tion of the system is performed by the already
mentioned micro controller board on the ba-
sis of the MPC555. This board also carries
out the evaluation of the measurement via its
serial interface.
For time triggered bus concepts the com-
munication structure is defined in advance
and generally not modified during operation.
For that purpose the TTCAN chips are ini-
tialized at start-up; afterwards, they operate
autonomously. Merely the data of the mes-
sages may be modified during operation. Fig-
ure 6 demonstrates a simple communication
structure with two messages (besides the ref-
erence message) in every cycle. This cycle is
illustrated from the point of view of the master
where double framed boxed mark actions of
the master node. Within the cycle at first the
message of the slave (node B) is defined and
afterwards the message of the master (node
A). Thus, from the point of view of the master,
the cycle consists first of a receive message
and then of a transmission message. In the
following this constellation is called the sce-
nario SM. The cycle time equals 1ms which

2The master node is a dedicated node of the
TTCAN bus which is responsible for the trans-
mission of the so called reference message. All
participating nodes carry out the time synchro-
nization with the aid of the reference message.
Further information can be found, for instance, in
[LH02, MFH+02].
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for the chosen message length gives a bus
load of 95.6% if the reference message is
considered in the calculation and 66.4% oth-
erwise. The results were already presented
in figure 4. As could be expected beforehand,
the maximum excitation frequency is 500Hz,
since the inspected cycle A → B → A at least
requires two communication cycles. Higher
frequencies lead to the missing of triggers.
Again resonances are detected but here for
every integer factor of 500Hz. At this frequen-
cies the excitation and the cycle structure are
synchronous. Both, the DoR as well as the
skew show a linear characteristic, which indi-
cates a regular behavior. Figure 6 allows the
estimation of the expected latencies for the
scenario SM as follows:
• The excitation i(t) can occur at any in-
stance of time within the cycle. Therefore, the
average response time of the master equals
500µs± 500µs.
• There is a demand of an entire cycle un-
til the master receives the answer message.

This additionally generates a latency of 1000
µs (corresponds to the cycle time).
• Finally, one has to wait for the completion
of the interrupt service routine (IRSR), until
the expected reaction at the output x(t) is rec-
ognized. (The defined reaction of the system
is a toggling of the output x(t). More details
can be found in [WAG03, AWG03].)
Neglecting the run time of the IRSR one has
to expect in total a latency of

1500µs± 500µs .

At f =500Hz one could expect an average la-
tency of -1500/2000 = - 75%. The difference
to the measured value of -80% is due to the
time demand for the IRSR.
Now the cycle structure is modified such that
the slave is allowed to access the bus twice
in every cycle. The cycle time is set to 2ms
which yields a bus load of 64.4% (with refer-
ence message), resp. 49.8% (without refer-
ence message). For the structure of the com-
munication now three constellations are pos-
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sible: SMS, MSS and SSM. Within our stud-
ies the scenarios SMS and MSS were further
examined. Figure 7 shows both scenarios
from the point of view of the master. The en-
circled numbers show the corresponding ac-
tions in both scenarios. Theoretically, for the
scenario SMS one has to expect a latency of
3ms ± 1ms and for the scenario MSS a la-
tency of 2ms ± 1ms, respectively. At this the
assumption is made that the micro controller
of the slave is too slow in order to react in the
time slot immediately following the time slot
of the master’s message. In fact, the slave
has to wait for the next permission to access
the bus. The real measurements of figure 8
confirm this assumption. Although there is an
identical bus load and the same jitter behav-
ior (DoR of SMS and MSS), there are different
curves for the skew – meaning different laten-
cies. Such effects have to be considered dur-
ing the design of an adequate communication
structure, if one has to assure an efficient im-
plementation.

4 Summary and discussion
This article described measurements in or-
der to objectively evaluate the real time per-
formance of bus systems when reacting to
asynchronous external events. The results
for CAN served as an example for an event
triggered bus concept and measurements for
TTCAN were carried out in order to evaluate
a time triggered bus.
Without any safety mechanisms based on
software, for CAN a maximum bus load of
50% is often recommended for not critical ap-
plications. For real-time critical applications a
maximum bus load of approximately 20 - 30%
is suggested in [LH02]. For TTCAN a much
higher bus load is realizable (theoretically up
to 100%), although some performance has to
be dedicated to the bus concept (e.g. for the
reference messages). As shown by the mea-
surements, event triggered bus concepts are
more efficient for small bus loads, since they
allow lower latencies due to their ability to re-
act fast to asynchronous events.
A bus load or a load on the micro controller
worsen the behavior of the CAN bus. For
TTCAN the result is almost independent of
the actual load and the DoR as well as the
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Figure 8: DoR (top) and skew (bottom) for
TTCAN, each with the data rate 250 kbit/s.
Scenario SM: 1ms-cycle. Scenarios SMS and
MSS: 2ms-cycle.

skew show a linear characteristic with respect
to the frequency of the excitation. Thus in a
sense, TTCAN is deterministic (compared to
CAN), since the limit of the (worst case) time
behavior can be determined in advance and
is therefore known.
The different scenarios for TTCAN and in par-
ticular the comparison of the scenario MSS
with SMS has shown, that the speed of the
micro controller as well as the concept of the
operating system on the micro controller has
to be taken into account. This quite simple ex-
ample already demonstrated that the design
of the communication structure in not merely
a question of finding the smallest common
multiple for given message repetition rates.
Furthermore, the order of the messages and
the dependencies between the tasks on the
micro controllers have to be considered. Un-
der circumstances even the introduction of
time waits (gaps) can result in an increase of
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the performance in the sense of a higher abil-
ity to react to external events.
Generally, the realization of a distributed con-
trol system on the basis of a time triggered
bus requires an overall design which consid-
ers all tasks of the participating micro con-
trollers. The algorithmic search for an ade-
quate solution is not a trivial problem. Under
circumstances it is necessary to evaluate sit-
uations which are very difficult to be modeled.
Such a task is, for instance, the determination
of the worst case execution time (WCET) of
some routines on the micro controllers. An-
other example is the partitioning of coopera-
tive tasks on different micro controllers.

Acknowledgement
The authors would like to thank Mr. R. Hugel
from Robert Bosch GmbH for his support with
CAN related questions.

References
[APF02] L. Almeida, P. Pedreiras, and J. Fon-

seca. The FTT-CAN Protocol: Why
and How. IEEE Transaction on In-
dustrial Electronics, 49(6):1189–1201,
Dec 2002.

[AWG03] A. Albert, B. Wolter, and W. Gerth.
Distinctness of Reaction – Ein
Messverfahren zur Beurteilung von
Echtzeitsystemen (Teil 2). at –
Automatisierungstechnik, 51(10), Oct.
2003.

[BBE+02] R. Belschner, J. Berwanger, C. Ebner,
H. Eisele, and et. al. FlexRay
– Requirements Specification.
FlexRay Consortium, Internet:
http://www.flexray.com, Version 2.0.2,
April 2002.

[CAN90] CAN. Controller area network CAN, an
invehicle serial communication proto-
col. SAE Handbook 1992, SAE Press,
pages 20341–20355, 1990.

[Ger99] W. Gerth. Handbuch RTOS-UH Ver-
sion 4.2. Institut für Regelungstech-
nik, Universität Hannover, Internet:
http://www.rtos.irt.uni-hannover.de/,
1999.

[Har02] F. Hartwich. TTCAN IP Module User’s
Manual, Version 1.6. Robert Bosch
GmbH, Automotive Equipment Divi-
sion 8, Development of Integrated Cir-
cuits (MOS), 2002.

[Kop97] H. Kopetz. Real-Time Systems – De-
sign Principles for Distributed Embed-
ded Applications. Kluwer Academic

Publishers Boston/Dordrecht/London,
1997.

[LH02] G. Leen and D. Heffernan. TTCAN: A
new time-triggered controller area net-
work. Microprocessors and Microsys-
tems, 26(2):77–94, 2002.

[MFH+02] B. Müller, T. Führer, F. Hartwich,
R. Hugel, and H. Weiler. Fault-tolerant
TTCAN networks. CAN Newsletter,
CiA, pages 18,20,22,24,26,28, Juni
2002.

[PK98] S. Poledna and G. Kroiss. The
time-triggered communication protocol
TTP/C. Real-Time Magazine, (4):98,
100–102, 1998.

[WAG03] B. Wolter, A. Albert, and W. Gerth.
Distinctness of Reaction – Ein
Messverfahren zur Beurteilung von
Echtzeitsystemen (Teil 1). at –
Automatisierungstechnik, 51(9), Sep.
2003.

[Wol02] B. Wolter. Messung der Dienst-
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