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Audio &  Multimedia 
Dialogue Enhancement

Dialogue Enhancement 

Personal audio mix for broadcast programs

Finding the right balance between dialogue and ambient sound within a broadcast 

program is a major challenge for sound engineers and an increasing cause of audience 

complaints. Now, with Dialogue Enhancement, each viewer can individually decide what 

he wants to hear: Ambient sound or dialogue; the stadium atmosphere during a sports 

game or a commentator’s up-dates. Especially for hearing-impaired viewers or non-native 

speakers this new opportunity will make a great difference as the technology brings an 

end to the well-known inconvenience of obscured dialogue when the background music’s 

volume becomes too overwhelming.

Dialogue Enhancement from Fraunhofer IIS is the first technology that enables TV viewers 

and radio listeners to control the audio balance according to their personal preferences, 

listening environments and hearing abilities. Dialogue Enhancement allows broadcasters 

to meet the demand for improved speech intelligibility as part of their services for hearing 

impaired audiences.
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1. A good audio mix is not enough

Delivering a well-balanced audio mix does not guarantee an enjoyable television or radio 

program for a broadcast audience. There are several aspects that determine how well 

listeners understand the dialogue of a broadcast program, explained in the following. 

1.1 Listening environment

The listening environment and the reproduction equipment have a considerable influence 

on how listeners perceive an audio mix. For instance, when listening with headphones, 

noisy background audio can mask important dialogue, and thus a different balance of 

dialogue versus background would be beneficial.

1.2 Foreign languages

Listening to programs in non-native languages typically requires more concentration. A 

higher dialogue volume in comparison to the background levels would make listening less 

straining and would help to improve intelligibility.1

1.3 Hearing abilities

Individuals with hearing impairments benefit from an increased signal-to-noise-ratio (SNR) 

in order to enjoy and understand broadcast programs equally as well as people with 

normal hearing abilities. Raising the SNR only by one dB alone achieves a great increase of 

the speech intelligibility.2

Due to different listening situations and hearing abilities, every person in the audience 

would benefit from their own personal mix to enhance their listening experience. The Di-

alogue Enhancement technology is a solution for this, allowing the audience to personally 

tune the audio balance according to their preferences.

_______________________________________________________________________
1Experiments have shown that an approximately 3dB increase in signal-to-noise-ratio (SNR) enhances 

dialogue intelligibility to that of the listener’s native language (Florentine (1). In some cases when the 

speech material is too complex, 3dB are not enough. According to Warzybok et al., these situations 

call for an increase of 5-10 dB, depending on the audience’s language skills (2).
2For more information about the effect of an increased SNR, please see Brand and Kollmeier (4). For 

more information about the extension and development of hearing loss, please see Heger and Holube 

(5) as well as Kochkin (6).
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2. Introduction: Dialogue Enhancement

The foundation for Dialogue Enhancement is MPEG Spatial Audio Object Coding (MPEG 

SAOC), a technology developed to manipulate any number of audio objects during ren-

dering. Single instruments, dialogue or a singer’s voice are just some examples of possible 

audio objects. The main principle is that the objects are all mixed into one downmix audio 

signal for transmission. The downmix signal can either be a mono, stereo or multichannel 

signal. Additional object-related side information is transmitted along with the downmix 

signal. This information enables the object manipulation in the receiver based on user 

interaction. 

For Dialogue Enhancement, only a subset of the MPEG SAOC functionality is needed. 

No more than two objects (dialogue and background) are used, reducing the decoder 

complexity substantially. Further, Dialogue Enhancement only needs loudness level reduction 

or amplification for interactivity during rendering. 

2.1 Basic working principle

Figure 1 gives an overview of the end-to-end signal flow from encoder input to decoder 

output. After analyzing the objects, the Dialogue Enhancement encoder generates a stream 

of parametric side information. It is possible to either mix the dialogue and background 

input signals within the encoder or use an external mix together with a clean dialogue or 

background signal. Then, any audio codec can encode the mixed signal – in this example, it 

is MPEG-4 AAC/HE-AAC. The side information stream is integrated into the encoded audio 

bit stream. As an alternative, the parameters could also be transported in a separate stream.
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Figure 1: Dialogue Enhancement end-to-end signal flow.
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2.2 Integrating Dialogue Enhancement into the signal flow 

There are two ways of integrating the Dialogue Enhancement encoder into the signal 

flow. The most common method is shown in Figure 1, where the encoder is supplied with 

the externally created default mix and the dialogue signal. Alternatively, the background 

signal could replace the dialogue signal.

As a second option, the two audio sources dialogue and background could be fed 

into the Dialogue Enhancement encoder, where they are mixed into one signal that 

subsequently enters the AAC audio encoder. 

2.3 The different modes of Dialogue Enhancement 

Dialogue Enhancement offers two encoding modes for the side information:

•	 The basic parametric mode already described above: The side information stream 

is generated by the Dialogue Enhancement encoder and then embedded into the 

encoded audio bit stream.

•	 The enhanced residual mode that additionally embeds residual information for the 

dialogue object into the side information.

The parametric mode is typically useful for dialogue level modifications of up to 6 dB. 

The residual mode allows for more attenuation or enhancement beyond 6 dB at high qua-

lity, but this method requires additional bit rate for the residual information. As a result of 

discussions with several broadcasters, an upper limit of 12 dB for the alterations was found 

to be a good compromise between bit rate and flexibility. The value of 12 dB is also used in 

the experiments described below.

Dialogue Enhancement can be used for any number of transmission channels, such as 

mono, stereo or multichannel. In the case of multichannel audio, two typical modes became 

apparent from discussions with broadcasters. The dialogue is either present in the center 

channel only or it is part of the front three channels: left, center and right.

2.4. Technical advantages

Dialogue Enhancement is backwards compatible with existing transmission equipment and 

receivers. Existing devices that are not capable of decoding the parametric side information 

will ignore it and play back the default mix.

Only one single audio track with the additional side information needs to be transmitted. 

This saves channel capacities compared to transmitting several pre-mixed versions or 

additional dialogue and background audio tracks.
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3. Testing the technology’s feasibility

The integration of Dialogue Enhancement into the production environment has been tested 

in a number of experiments, starting with a feasibility test in 2011 during the Wimbledon 

lawn tennis tournament. UK listeners of the BBC Radio 5 Live Internet stream were given 

the opportunity to download an audio playback client including Dialogue Enhancement 

as the main feature. This allowed them to control the volume of the audio component 

“Commentary” separately from the component “Court Atmosphere” with a maximum of 

12 dB attenuation or amplification. 

The subsequent feedback was consistently positive and the possibilities offered by the tech-

nology addressed the listeners’ needs. A general statement was that Dialogue Enhancement 

would be especially useful for sports and drama programs.

Only a minority of 7% of the listeners chose to listen to the default mix, the remaining 

listeners chose to change the volume levels with two main groups emerging. The first one 

slightly turned down the commentary’s volume to enjoy more of the court atmosphere. The 

second group significantly raised the volume of the commentary to improve intelligibility.3  

To validate the early results from the Wimbledon experiment, a speech intelligibility 

experiment was conducted to verify the benefits for a hearing-impaired audience. The 

results of this experiment4 indicate that the Dialogue Enhancement technology can be 

used as intended. An enhancement of the dialogue by 6 dB already showed a substantial 

improvement in intelligibility. An enhancement of 12 dB improves the speech intelligibility 

for hearing-impaired listeners to values comparable to normal-hearing listeners. 

4. Standardization

Dialogue Enhancement has been standardized within DVB as Advanced Clean Audio 

Services of the audio-video-coding toolbox.

______________________________________________________________________________
3Further details on the survey results can be found in Fuchs et al. (7) and Meltzer (8).
4Details on the test results can be found in Fuchs et al. (9).
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ABOUT FRAUNHOFER IIS

When it comes to advanced audio tech-

nologies for the rapidly evolving media 

world, Fraunhofer IIS stands alone. For 

more than 25 years, digital audio tech-

nology has been the principle focus 

of the Audio and Multimedia division 

of Fraunhofer Institute for Integrated 

Circuits (IIS). From the creation of mp3 

and the co-development of AAC to the 

future of audio entertainment for broad-

cast, Fraunhofer IIS brings innovations 

in sound to reality. Today, technologies 

such as Fraunhofer Cingo for virtual sur-

round sound, Fraunhofer Symphoria for 

automotive 3D audio, AAC-ELD for te-

lephone calls with CD-like audio quality, 

and Dialogue Enhancement that allows 

television viewers to adjust dialogue vo-

lume to suit their personal preferences 

are among the division’s most compelling 

new developments. 

Fraunhofer IIS technologies enable more 

than 7 billion devices worldwide. The au-

dio codec software and application-spe-

cific customizations are licensed to more 

than 1,000 companies. The division’s 

mp3 and AAC audio codecs are now 

ubiquitous in mobile multimedia systems.

Fraunhofer IIS is based in Erlangen, Ger-

many and is an institute of Fraunhofer-

Gesellschaft. With 23,000 employees 

worldwide, Fraunhofer-Gesellschaft is 

comprised of 67 institutes making it 

Europe’s largest research organization.

For more information, contact Matthias 

Rose, matthias.rose@iis.fraunhofer.de, or 

visit www.iis.fraunhofer.de/audio.


