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First, I will review some key scientific results that illus-
trate just how far we have already come in changing the 
Earth’s atmosphere and show that the climate is beginning 
to react. Then I will review ICT’s role in GHG emissions and 
describe several advances that allow us to reduce future 
emissions.  

Current earth sCienCe researCh
Recent research has developed a probability distribu-

tion for the warming that we can expect from the carbon 
dioxide and other greenhouse gases already emitted since 
the beginning of the Industrial Age 250 years ago.1 The 
most probable outcome, shown in Figure 1 from that study, 
shows that over time, about 2.5°C warming will occur as a 
direct result of our past emissions. However, to this point, 
we’ve seen only about a 0.8°C increase in warming, or 
only a third of what is going to happen. This delay has two 
major reasons: First, it takes about 50 years for the thermal 
equilibrium of the oceans to adjust; second, the aerosols 
that are being emitted, particularly in Asia, are cooling 
the Earth. Somewhat ironically, the rest of that warming 
will appear as we clean up current air pollution over the 
next few decades. 

There is an emerging scientific consensus2 on a variety 
of climate tipping points which begin to occur as the global 
temperature rises—for example, melting of the summer 
Arctic ice, the Himalayan glaciers, and the Greenland ice 
sheet. As Figure 1 shows, the current level of greenhouse 
gases has already committed us to serious environmental 
changes. Unfortunately, as we continue to add more GHGs 

E
veryone is now aware of the growing threat 
of global climatic disruption, but it’s less 
well known that our information and com-
munication technology (ICT) community 
can play a key role in this looming crisis. 

The Climate Group, on behalf of the Global eSustain-
ability Initiative (GeSI)—a consortium of major IT and 
telecommunications companies—recently issued an 
informative new study, Smart 2020: Enabling the Low 
Carbon Economy in the Information Age, on this topic 
(www.theclimategroup.org). This report argues that 
in addition to making ICT systems more energy effi-
cient, application of those systems to electricity grids, 
logistic chains, intelligent transportation, and building 
infrastructure could reduce global greenhouse gas 
(GHG) emissions by as much as 15 percent by 2020, 
compared with business as usual. This could be a 
critical element for enabling countries to meet their 
emission reduction goals.

Even with a variety of aggressive ener-
gy efficiency measures, the ICT sector’s 
carbon emissions will nearly triple from 
2002 to 2020. We must accelerate ICT en-
ergy efficiency so that we can increase 
the use of ICT in smart infrastructure ca-
pable of reducing global greenhouse gas 
emissions.
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to the atmosphere, the peak of this curve moves further to 
the right, fostering greater disruption. 

arctic ice sheet
If this analysis is correct, we would conclude from 

Figure 1 that we should already be seeing indications that 
we are past the first climatic tipping point—melting of the 
Arctic Ocean summer ice. Figure 2 presents a summary 
of NASA satellite data on the Arctic ice sheet over the past 
three decades.3 As the figure shows, from the 1980s to 
2000, much of the ice was several years old, whereas in 
2009 very little of this older, thicker, ice remains. The graph 
of the two-year and older ice shows why climate scientists 
predict that the Arctic may lose its several-year ice in the 
next five years, leaving only the annual ice, which is thin 
enough for ships to move through the Arctic Ocean. While 
this may be good for ocean transportation, this elimination 
of Arctic summer ice will cause dramatic climate changes 
all over the northern hemisphere.

the water towers of asia are melting
In May 2009, UC San Diego and the University of Cam-

bridge held a three-day conference on the next tipping 
point in Figure 1: the melting of the glaciers in the Hima-
layan and Hindu Kush Uplift in Asia, which contains the 
largest amount of snow and ice outside the north and south 
polar regions.4 This frozen water forms the “water towers 
of Asia,”5 being the source of the great rivers from India to 
Southeast Asia to China—the Indus, Ganges, Brahmapu-
tra, Mekong, Yellow, and Yangtze, among others—which 
carry the melting snow and ice to the ocean. Over the past 
decade, the glaciers have begun to melt very rapidly, im-
pacting the water supplies of over a billion people. Also, 
temporary natural dams often form, backing up large lakes 
from the melting ice and snow and then giving way, caus-
ing flash floods that can destroy villages downstream. 

So we see that there is significant evidence that current 
levels of GHGs are beginning to shift the climate as pre-
dicted in the tipping-point study. Unfortunately, the global 
GHG emissions are continuing to increase, implying even 
more profound climate shifts. Therefore it is worth taking a 
look at just how unusual the current level of carbon dioxide 
is compared to historical values.

historical climate oscillations
It is true that the temperature and CO2 levels of the 

atmosphere have oscillated over time. Some skeptics say 
that we are just experiencing another natural oscillation. 
To examine that hypothesis let’s consider the last series 
of these oscillations. Figure 3 shows the past 800,000 
years of oscillations in both CO2 and temperature as de-
rived from Antarctic ice cores.6 The lowest point of these 
oscillations coincides with ice ages and the peaks with 
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Figure 1. Temperature threshold range that initiates climate 
tipping. Earth has realized only one-third of the committed 
warming from previous greenhouse gas emissions; further 
emissions will move the curve to the right. Adapted with 
permission from V. Ramanathan and Y. Feng, “On Avoiding 
Dangerous Anthropogenic Interference with the Climate 
System: Formidable Challenges Ahead,” PNAS, vol. 105, pp. 
14245-14250, Copyright 2008 National Academy of Sciences, 
U.S.A.

Figure 2. The multiyear Arctic ice sheet has diminished 
precipitously over the past decade, causing climate scientists 
to predict that the Arctic may become ice-free in the summer 
as soon as five years hence. Reproduced with permission, 
National Snow and Ice Data Center, courtesy of J. Maslanik 
and C. Fowler.
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interglacial periods, such as we have been in for 
the past 10,000 years. As Figure 3 shows, the 
amount of carbon dioxide in the atmosphere has 
oscillated between about 170 and 300 parts per 
million (ppm), while the temperature has oscil-
lated as much as 12 degrees centigrade for many 
ice age/interglacial cycles. 

In contrast, in 2010, the CO2 will reach 390 
ppm, and an MIT study indicates that global eco-
nomic growth in a “business as usual” scenario 
would raise this to approximately 900 ppm by 
the end of this century.7 Clearly, we are entering 
levels of CO2 that the Earth’s atmosphere has not 
seen for a very long time.

Next, let’s consider the time rate of change 
of the atmosphere’s CO2. Figure 4a shows the 
warming transition at the end of the last ice age, 
starting about 17,000 years ago, during which 
the CO2 level rose from about 190 ppm to 270 
ppm, or about 80 ppm, in 6,000 years.8 This 
yields an average rate of change in the “natural” 
rise of carbon dioxide of 1.33 ppm per century. 
Turning to modern times, the Keeling curve 
(http://scrippsco2.ucsd.edu/program_history/
keeling_curve_lessons.html) measured at the 
Mauna Loa Observatory, where researchers 
have been measuring carbon dioxide in the at-
mosphere since 1958, demonstrates that the 
atmospheric CO2 level has increased 50 ppm 
during the past three decades. The slope of the 
curve indicates the current rate of change is 
approximately 1.6 ppm per year, over 100 times 
faster than the “natural rate of warming” expe-
rienced during the rise from the last ice age to 
our current interglacial period. 

So we see that both the absolute value of CO2 
and its time rate of change are radically differ-
ent today from historical oscillations, meaning 
that the Earth’s climate is dramatically out of 
equilibrium in an unnatural way. More unset-
tling still, a recent study by Shell Oil9 suggests 
that with very aggressive global efforts, the level 
of CO2 might be held to “only” 550 ppm by 2100, 
83 percent higher than the Earth’s atmosphere 
has seen in 800,000 years. Susan Solomon, one 
of the world’s leading atmospheric scientists, 
has carried out calculations showing that global 
warming will only slowly decline over the fol-
lowing 1,000 years.10,11 Clearly, we are facing an 
unprecedented challenge in this new century.

how Can the iCt Community help?
The Smart 2020 report estimates that our ICT 

industry contributed about 2 to 3 percent of the 
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Figure 3. The measured changes in atmospheric CO2 and temperature 
from ice cores over the past 800,000 years. Reprinted with permission 
from Nature, Nature Publishing Group, 15 May 2008, vol. 453, pp. 379-382.
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Figure 4. time rate of change in the atmosphere’s Co2. (a) The middle 
curve shows the increase in carbon dioxide emissions since the last ice 
age. Reprinted with permission from Science, vol. 291, 2001, pp. 112-
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environment that includes PCs, servers, laptops, and smart 
phones. All of these devices have complex architectures, 
including multiple radios, ASICs, microprocessors, DSPs, 
memories, batteries, AC/DC converters, disks, and displays. 
This makes monitoring and management of energy a hard 
problem. 

There is wide variance in a component’s energy con-
sumption depending on whether it is asleep or active, as 
much as 6 to 10 times, and radios have an even wider 
variance. So how can we exploit this for improved energy 
efficiency? One strategy is to deploy the devices that use 
the least energy to shut down the bigger ones when they’re 
not needed. For instance, it’s possible to coordinate be-
tween radios—Wi-Fi, cellular Internet, Bluetooth, Zigbee, 
and so forth—and use them to page each other to keep the 
system energy efficient. 

The real help here is continued miniaturization, so that 
there is room to add sensors, control systems, and actua-
tors throughout the system layout to provide data that 
can feed energy algorithms which attempt to attain the 
thermal limit of what the devices can achieve. 

As UCSD’s Rajesh Gupta has shown, from an algorith-
mic point of view, a power-aware architecture either shuts 
down a component using dynamic power management or 
slows down using dynamic frequency scaling, or both. As 
a demonstration of this, working with Microsoft Research, 

total global GHG emissions in 2007, growing 
at a compounded rate of approximately 6 
percent, even assuming efforts to lower the 
industry’s carbon intensity over the next 
decade. This means that the total emission 
will roughly triple between 2002 and 2020. 
The graphs in Figure 5 include methane, 
nitrous oxide, and other greenhouse gases, 
combined into a “CO

2 equivalent” figure. 
The dark green in the figure shows the life 
cycle emissions that are associated with 
making our equipment and then disposing 
of it. The light green represents the carbon 
dioxide equivalent associated with generat-
ing the electricity needed to operate and 
cool all our ICT equipment. In forming its 
2020 projections, the Smart 2020 study 
takes into account both the likely techno-
logical improvements in energy efficiency 
over the next decade, as well as detailed 
projections of adoption rates over various 
forms of ICT around the world.

The Smart 2020 study shows that all but 
14 percent of the ICT emissions in 2020 
will occur outside the US and Canada, with 
China alone emitting twice this level. Clearly, 
the efforts to reduce the ICT emission inten-
sity will require a global effort.  

which iCt sectors?
The report also divides the emissions into the compo-

nent parts: emissions resulting from the fixed and mobile 
telecommunications/Internet infrastructure, data centers, 
and the edge of the network. Much of the attention in green 
IT discussions focuses on data centers, whether located 
in academia and industry or forming the “back end” of 
the Internet such as those deployed by Google, Amazon, 
Yahoo, and Microsoft. This makes sense, since these “su-
perclusters” are measured in hundreds of thousands of 
PCs. Yet the Smart 2020 report shows that this only adds 
up to less than 20 percent of the total emissions in 2020. 
The majority (57 percent) will come from the Internet’s 
edge: PCs, peripherals, and printers. This is because of 
the enormous scale as China and India rapidly adopt PCs. 
By 2020, the report estimates there will be 4 billion PCs in 
the world. So the vast number of PCs is going to dominate 
this problem. 

Cleaning up the edge 
Addressing the problem of power management in edge 

devices needs to start at the system level, focusing on the 
integration of the hardware and software architectures 
(http://scipm.cs.vt.edu). It requires coordination across pro-
cessing, communications, and networking in a modern 
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Figure 5. ICT carbon footprint worldwide. ICT emissions are increasing 
at 6 percent annually, with most of the increase in developing countries. 
Adapted with permission from the Smart 2020 report.
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of software and the applications themselves for 
increasing energy efficiency. 

To provide a realistic load on the system, 
Calit2 has pulled together a wide range of com-
putational science applications. For example, an 
end user doing metagenomics can use this ser-
vice-oriented architecture to run an application 
remotely, choosing a variety of algorithms and 
running them on different computer architec-
tures—multicore, GPU, FPGA, and so on—each 
combination of which has a different energy pro-
file and turnaround time that can be measured 
and published in an open fashion on the Web. 
Project researchers are also developing middle-
ware that automates the optimal configuration of 
hardware and software. 

As Tajana Simunić  Rosing and her colleagues 
at UCSD have shown,13-15 dynamic power management 
coupled with machine learning based on the outcomes of 
the sensors and performance counters can control voltage 
and frequency, achieving up to a 70 percent energy sav-
ings for a certain class of workloads. For dynamic thermal 
management, machine learning can predict that a certain 
algorithm, say a graphics algorithm, generates significant 
heat when it reaches the GPU, so the system can precool 
the GPU to immediately transfer the heat—with up to a 
60 percent reduction with no performance hit. These are 
pioneering examples of how thinking about the interaction 
of software and hardware can achieve even higher levels 
of energy efficiency than just thinking about the hardware.

Another example is virtualization. On a typical 
campus, departments have compute clusters located in 
poorly air-conditioned rooms and often are only com-
puting a small fraction of the time, even though the 
electricity to run and cool them is running 24/7. Virtu-
alizing the workload to run on a larger system that is 
enclosed in an energy-efficient environment and that 
runs 80 percent of the time allows many more calcula-
tions for the same amount of energy. If the end user’s 
laboratory is connected to the centralized cluster with a 
10-Gbps clear channel optical fiber as in the GreenLight 
project, there will be no more latency than if the cluster 
was in the user’s lab, yet the campus will be spending 
less on energy and lowering its carbon footprint.

Finally, if the energy can be generated in a manner that 
does not produce carbon emissions, then we end up in the 
best of all possible worlds—computing with zero carbon 
emission. Since campuses are beginning to install zero-
carbon energy sources such as solar panels or fuel cells, 
why not use them to power the data centers? Even better, 
since these sources produce DC, we can use the power 
source to directly power the computer (which natively 
runs on DC) and save the wasted energy that goes into 
AC/DC conversion. 

Gupta and his team developed the Somniloquy architec-
ture (http://mesl.ucsd.edu/yuvraj/research/documents/
somniloquy-NSDI09-yuvraj-agarwal.pdf). An implemen-
tation of this approach, housed in a standard USB device 
and inserted into a ThinkPad laptop, manages radios and 
hardware components so that it’s possible to power down 
to only 1W doing normal work and achieve 63 hours of 
battery life—as opposed to the four to six hours available 
with normal (16W) or low (11W) power strategies. Either 
widespread use of such devices or engineering this capabil-
ity into edge devices themselves could have a major impact 
on reducing the estimated 2020 emissions for ICT.

Data centers
The professionals who run data centers have made 

major improvements in energy intensity in the past four 
years. As an example, consider the findings of the Data 
Center Demonstration Project, launched by the Silicon 
Valley Leadership Group and Lawrence Berkeley National 
Laboratory, with 17 case studies.12 As Figure 7 shows, they 
find that with best-practice methods, the inexorable rise 
in the kWhr/year that had been taken for granted can be 
reversed and indeed rapidly decreased. Fundamentally, 
this involves a series of techniques that move traditional 
data centers from a strategy of cooling the entire room to 
one of cooling just the heat-generating processors. 

One innovation for small data centers is to enclose the 
racks in a box not much bigger than the equipment. For 
instance, Sun Microsystems has created a Modular Data 
Center (www.sun.com/products/sunmd/s20) out of an 
international cargo container that can hold seven racks 
with both air and chilled-water cooling, adding sensors 
that monitor temperature and energy and allow for active 
management of disks, CPUs, routers, and so on. The NSF-
funded GreenLight project at UCSD (http://greenlight.calit2.
net) has purchased two of these data centers to explore 
methods that go beyond simple physical cooling to the role 
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At UCSD, we are installing 2 megawatts of solar power 
cells, and next year we’re going to launch a 2.8-megawatt 
fuel cell that liquefies methane produced at the Point Loma 
waste treatment plant and uses it as fuel. This process pro-
duces no carbon dioxide—in fact, it recycles the methane 
that would normally be released into the air—and we could 
run 10 or 20 Sun Modular Data Centers from this one fuel 
cell. As part of our GreenLight project we are exploring this 
option with Lawrence Berkeley Laboratory.

W
hether in a laptop or a data center, we’re 
wasting a large fraction of the energy we 
are using to power and cool ICT devices 
because we haven’t focused on how we 
can more efficiently perform our cal-

culations. However, the many experiments around the 
US and the world are a positive sign that this will change 
soon.  

All of this effort is intended to develop ICT components 
that use less energy, so that we can use more ICT to build 
out smart infrastructure in electric grids, transportation 
systems, logistic systems, and buildings. The Smart 2020 
report shows that such applications of ICT could reduce 
global carbon emissions by five times the amount of 
the entire ICT sector. We have a great opportunity in 
academia to explore these possibilities and transfer our 
innovations to society at large, because our campuses 
are essentially small cities, which can be thought of as  
testbeds16 for exploring changes that lead to a greener 
future. This process is already under way at many cam-
puses (www.presidentsclimatecommitment.org).  

With academia becoming first movers, they can drive 
innovations that will be transferred to the market and ap-
plied at scale, helping to speed society’s transition from a 
high-carbon to a low-carbon economy. 
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Vint Cerf and Munindar Singh, guest editors for IEEE 
Internet Computing’s January/February special issue, 
have invited a dozen computing luminaries to dis-
cuss their predictions for the Internet’s future over the 
course of this new decade. For additional information, 
see computingnow.computer.org.


