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1 PeerLink Help

PeerLink Help
Using this help file

This help is designed to be used on-screen. ltis cross-linked so thatyou can find more relevant
information to any subjectfrom any location. If you prefer reading printed manuals, a PDF version
of the entire help is available from our website. This may be useful as a reference, butyou will
probably find thatthe active hyperlinks, cross-references, and active index make the on-screen
electronic version of this document much more useful.

Trademark Information and Copyright

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved. Although we try to provide quality
information, Peer Software makes no claims, promises or guarantees aboutthe accuracy,
completeness, or adequacy of the information contained in this document. Peer Software,
PeerLink and theirrespective logos are registered trademarks of Peer Software, Inc. Microsoft,
Windows, Windows Server and their respective logos are trademarks or registered trademarks of
Microsoft Corporation in the United States and/or other countries. NetApp, the NetApp logo, Data
ONTAP, and fPolicy are trademarks or registered trademarks of NetApp, Inc. in the United States.
and/or other countries. "Amazon Web Services","AWS", "Amazon S3", "Amazon Simple Storage
Service","Amazon SNS", "Amazon Simple Notification Service", and their respective graphics,
logos, and service names are trademarks, registered trademarks or trade dress of Amazon Web
Services LLC and/or its affiliates in the U.S. and/or other countries. All other trademarks are the
property of their respective companies. Peer Software, Inc. vigorously protects and defends its
trade name, trademarks, patents, designs, copyrights, and other intellectual propenty rights.
Unless otherwise specified, no person has permission to copy, redistribute, reproduce, or
republish in any form the information in this document.

Getting Started

The topics in this section provide some basic information about PeerLink, including installation,
configuration, and deployment.

Solutions Overview

Overview

PeerLink is an enterprise real-time, multi-directional, distributed, file locking and synchronization
technology thatensures the same data exists on all participating hostservers regardless of where
changes occur. ltalso prevents users on disparate networks from accessing a file thatis in use by
a useron another network. A file collaboration session consists of two or more participating hosts,
and a folder hierarchy called the Watch Set, located on each host, which will be kept synchronized
by propagating file locks and modifications to all participating hosts in real-time.

PeerLink Key Features

PeerLink Features Standard Edition
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Depends on

Maximum number of running file collaboration sessions. .
licensed amount

Maximum number of unique participating hosts across all running Depends on
collaboration sessions. licensed amount
Real-time Updates: Changes made to files on any server

immediately mirror on all other servers. Files remain accessible at \/

all sites.

Distributed File Locking: Native file locks are propagated in
real time overany distance.

Transparency: Yourusers and applications keep using the exact
same files, in the exact same manner.

Efficient Bandwidth Usage: Binary delta compression sends
only the bytes of a file thathave changed between hosts.

Secure: SSL encrypted end-to-end session communication.

Ability to configure file inclusion and exclusion filters based on
wildcard matching.

Ability to view all currently opened and locked files.

Ability to view all file transfers in progress.

Ability to view a summary offile collaboration statistics for a running
collaboration session.

Ability to view a summary offile collaboration statistics across all
running collaboration sessions.

Configurable eventlogging facility with the ability to select specific
events to log.

Ability to selectfrom various file conflict resolution schemes.

Ability to handle file conflicts and other errors via a file quarantine
service.

DI NN I NI N N NS B N NI B N LR T BN

Targetfile trash bin protection which saves a copy of a file before
deleting or modifying the file on a target host.

Email and SNMP Alerts for critical errors occurring in a running
collaboration session, forexample, when a file is quarantined.

N

Supportfor NetApp Storage Devices (for more information, please

B Li
view the NetApp section). ased on License

Terminology

Introduction

Before getting started, itis importantto have a good understanding of key concepts and
terminology used throughout this help document.

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved
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Terms

File Collaboration
Session

A communication session made up oftwo or more hosts, each with
a designated root of folders and files thatare to be shared or
collaborated on. A collaboration session coordinates the primary
functions of file locking and synchronization.

Participating Host

A hostthatis participating in a file collaboration session.

Directory Watch Set

The configured rootfolder and all sub folders thatare being
watched and collaborated on for a participating host.

Source Host

The hostwhere a file access or change event originated from.

Target Host

One or more hosts where file access and change events will be
propagated to.

Initial Synchronization
Process

The background process that occurs atthe startof a file
collaboration session, where the directory watch setis recursively
scanned on all participating hosts, file conflict resolution is
performed, and any files thatrequire updating are synchronized
with the most current copy of the file.

File Access Event

An eventthatis triggered from the opening or closing of a file.

File Change Event

A eventthat causes a file to be changed in some way, for example:
file modify, file delete, file rename, file attribute change, etc.

File Lock Conflict

A file collaboration condition that exists when two users open a file
atthe same time and both hold exclusive locks on the file.

Quarantined File

A file that has been removed from a file collaboration session as a
result of a file lock conflictthat could notbe resolved. This file will
remain quarantined until the user manually removes itfrom
quarantine.

Peerlet

A solution built for the PeerLink framework. An Peerletis a
distributed application containing various parts, some of which
function ata focal point called the PeerLink Hub and others
invoked atremote points designated as PeerLink Agents.

File Collaboration Job

A specific instance ofa Peerletthatcan be created, saved,
modified, and run. A Peerletrepresents a type of Job.

In the case of File Collaboration, a File Collaboration Job
represents a single configurable file collaboration session. The
two terms may be used interchangeably throughout the interface
and this document.

PeerLink Hub

The focal software component where Peerlets are installed,
configured and ran. The PeerLink Hub can host Peerlets of various
types and is where the components of a centralized solution
function. The PeerLink Agentis invoked by Peerlets', distributing
components with messages sent through the PeerLink Broker.

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved
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The PeerLink Hub runs as two parts: a Windows Service thatis set
to run all the time, and a clientapplication thatconnects to the
service for configuration and monitoring.

Views

Individual sections of the PeerLink Hub's userinterface, each
providing unique information and control.

Examples: Main View, Job View, Agent Summary View, Alerts
View, Job Alerts View, etc.

Peerlet Editor

A container within the user interface of the PeerLink Hub which
shows runtime and configuration information for a single file
collaboration job. A Peerlet Editoris represented by a single tab,
typically in the large center section of the PeerLink Hub's interface.
The editor itself consists of multiple sub-tabs, with various runtime
and configuration information dispersed amongst the sub-tabs. For
more information, see the help section on Runtime Job Views.

Editors for multiple file collaboration jobs can be opened in
several different editor tabs, allowing for quick movement between
jobs.

The Peerlet Editor area of the PeerLink Hub will be referred to as
the File Collaboration Runtime View throughout this document.

PeerLink Broker

The central messaging system of the Peerletframework. The
PeerLink Broker serves to connectthe PeerLink Hub and the
Agents, forming a PeerLink "network" thatcan be castoverlocal-
or wide-area networks via TCP/IP. A PeerLink environment will
deploy one or more PeerLink Brokers.

PeerLink Agent (or
llAgentll)

A lightweight, distributed componentthatis used to perform
operations on the host on which itis running. A PeerLink
environment will typically contain several Agents, one per
participating networked host. Agents invoke the distributed
portions ofa Peerlet, and will often run near resources of interest,
such as collaborated files. The Agentis designed to be purposed
across the entire PeerLink solution suite, and will normally be
directed to perform functions with messages received from
Peerlets through the PeerLink Broker.

Heartbeat

A communication mechanism used between the the PeerLink Hub
and all connected PeerLink Agents to ensure that Agents are alive
and responsive. Heartbeats share information about the Agent's
host server with the PeerLink Hub, aid in verifying when an Agentis
no longeravailable, and signal when a disconnected Agent has
reconnected. All heartbeatinformation is sent through the PeerLink
Broker.

Requirements

1. All participating hosts mustbe highly available file servers, accessible across highly available

and stable networks.

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved
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2. PeerLink only propagates locks when a file is opened with a read-write lock (e.g. MS Word, MS
Excel, etc.). If a file is opened in read-only mode without an exclusive write lock, or if the
application closes all handles to the file (e.g. Notepad, WordPad, etc.), the lock will notbe

propagated to the Target Hosts.

3. Inorder forfile collaboration to work correctly, all end-user file access and modifications must
be done through a network share or network mapped drive, and not performed locally on the
participating host. If you access a file in the Watch Setlocally on the participating host, then file
locks will notbe propagated to the Target Hosts.

4. A PeerlLink Agent mustbe installed on all participating hosts. Each host machine mustbe
running Windows 2003 Server or later with the latest service packs and a minimum of 1GB of
RAM (512MB of which is dedicated to the PeerLink Agentservice). Depending on the level of
activity on the system and the number of running applications, required system RAM will likely
be higher. The host machine mustbe acting as a file server where the Watch Setis located on
a locally attached storage device. The Watch Setcannotbe located ona NAS device thatis
mapped through a network share. Supportfor NetApp storage devices (licensed separately) is
available, butconfiguration is handled in a different manner. Please see the NetApp
Configuration section for more information.

5. The PeerlLink Agentis installed as a Windows service under the default SYSTEM user
account. The userthatthe service is running under should have read+write access to the Watch
Set

6. The PeerLink Hub mustbe installed on a highly available Windows 2003 Server or later with at
least2GB of RAM, and musthave atleast512MB of RAM dedicated each to the PeerLink Hub
and PeerLink Broker applications. This is the default minimum recommended configuration, but
the amountof RAM can be increased via custom configuration to optimize performance.

7. All participating file servers mustbe NTFS formatted. Supportfor NetApp storage devices
(licensed separately) is also available.

8. All participating hosts musthave network access to the machine where the PeerLink Broker is
installed, which by default will be the same machine where you installed the PeerLink Hub. You
will also need to configure the PeerLink Agentto connectto the PeerLink Broker's hostname or
IP Address, and allow firewall access to the configured port, which is 61617 by default. You will
also need to allow access from all participating hosts to port 8181 of the machine thatthe
PeerLink Hub is running on.

9. Peerlink is intended to be installed and maintained by a qualified System Administrator and
not a typical end-user.

Important Notes

Collaboration of the Users Home directories (Redirected Folders, Roaming
Profiles, etc) are not supported. Overlaying File Locking (which is inherent within
the PeerLink framework) with these file types and the nature of these folders will
cause conflicts.

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved



PeerLink Help 6

Architecture Overview

Introduction

This overview describes the functional components of a PeerLink environment. In this discussion,
we identify the primary components of a PeerLink installation.

PeerLink Architecture

PeerLink solutions, also known as "Peerlets", have local and remote characteristics thatform the
basis ofa distributed application framework. A PeerLink installation is composed of three primary
components:

1.PeerLink Hub

The PeerLink Hub is the central component of the PeerLink framework. All PeerLink solutions
are installed, configured and started atthe PeerLink Hub. Peerlets are comprised of central
and distributed components that function in the PeerLink Hub and PeerLink Agents
respectively. The PeerLink Hub requires connectivity to the PeerLink Broker for all
messaging activity.

2.PeerLink Agent

The PeerlLink Agentis a lightweightcomponentthatis installed on a networked host that
enables itto participate in a PeerLink solution. A PeerLink Agentinvokes the distributed
functions of a Peerletfrom messages received through the PeerLink Broker. Like the
PeerLink Hub, the PeerLink Agent connects to the PeerLink Brokerto send and receive
messages.

3.PeerLink Broker

The PeerLink Broker makes up the central messaging system thatsupports PeerLink
applications. The PeerLink Broker provides the core communication facility that connects the
PeerLink Hub and Agents in a PeerLink environment. Peerlets running atthe PeerLink Hub
interact with the participating Agents through the PeerLink Broker.

Below is a diagram of a typical deployment where the PeerLink Hub & PeerLink
Broker and all PeerLink Agents are on separate networks connected via a VPN.
This deployment also has the PeerLink Hub & PeerLink Broker running on the same
machine.

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved
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The following diagram shows an advanced deployment where there are three
distinct networks located at three disparate locations connected via the Internet.
The PeerLink Hub is located on network 1, and a PeerLink Broker is installed on the
edge of each network for performance reasons, with multiple agents located on all

three networks.
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How File Collaboration Works

Introduction

File Collaboration was builtas a PeerLink solution and complies with Peerlet conventions.
Common to all PeerLink solutions is the notion that some functions are centralized while others are
distributed.

File locking for example, is a principle feature of this solution thathas both central and distributed
aspects. The access detection mechanism thatis triggered in response to an opening file is
deployed in the PeerLink Agent, presumably on each participant host storing files of interest. The
lock manageris a centralized component running atthe PeerLink Hub thatis notified of opening
files.

We describe some scenarios below to further detail how collaboration functionally overlays the
PeerLink architecture.
Step 1: Session Start

Atthe startof a file collaboration session, the Peerlet starts the initial synchronization process by
issuing a requestto scan each hostparticipant's RootFolder recursively for file content. The

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved
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scans are performed atthe Agents and results are dispatched back to the PeerLink Hub for
merging and file conflict resolution. Transfers are then issued to the Agents to synchronize their
hosts' rootfolders. While the initial synchronization process is performed in the background, the
Agents are directed to startdetecting access and change events on their respective hosts.

1. Scan reguest is issued to
the participant hosts

2. Scan request is received
and invoked.

3. Scan results retumed
and merged.

Step 2: File Lock

Files will be opened by users during the course of a file collaboration session. When a file
opening for modification is detected by an Agent, the Peerletatthe PeerLink Hub will be notified of
the occurrence and effectively issue a lock for the analogous file across the session. The issuing
host contains the source instance of thatfile for the time itremains open, implying the remaining
hosts' copies are designated targets. Only one source instance is allowed for any givenfile in a
session.

Note: Ifa file is opened in read-only mode orifthe application thatopens the file does notacquire
a read-write lock on the file (e.g. NotePad, WordPad, etc.), the lock will notbe propagated to the

TargetHosts.

When a source copy is closed with no modifications, the targetfiles will be released across the
remaining hosts in the session.

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved
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1. An opened file tiggerad
access detector.

2. Motification received and
lock issued to targets.

Hub

Agent B

3. Lock received for target
instanca.

Step 3: File Transfer

When a source instance is closed with modifications, a synchronizing transferis issued. The
session firstacquires a lock on the source instance to facilitate a stable transfer. The locks on the
target copies are preserved during the lock transition atthe source. The revised source contentis
propagated to the targetinstances and the locks are released. Transfers are conducted only
among Agents, but coordinated through the PeerLink Hub.

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved
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2. Transfer requast
received and imoked.

1. File transfer request is
sant to source host.

Hub

Agent B

3. Transfer content received
at targets and saved.

Installation and Configuration

PeerlLink can be installed in numerous ways based on your needs and environment. The
PeerLink installation consist of two separate installers, both of which are available for download
from our website:

1. PeerLink installer, containing the PeerLink Hub and PeerLink Broker
2. PeerLink Agentinstaller
PeerLink Hub & PeerLink Broker Installation

Both the PeerLink Hub and PeerLink Broker are packaged with the main PeerLink installerand by
default, will be installed on the same server.

Basic Requirements

1. The PeerLink Hub mustbe installed on a highly available Windows 2003 Server or later with at
least2GB or RAM and must have 512MB of RAM dedicated each to the PeerLink Hub and
PeerLink Broker applications. This is the default minimum recommended configuration, but the
amountof RAM can be reduced orincreased via custom configuration.

2. Allinstalled PeerLink Agents musthave network access to the server thatthe PeerLink Broker
is installed on, and any firewalls mustbe configured to allow access for ports 61617 and 8181.

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved
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3. See the Requirements section for more detailed requirements.
Software Installation & Launching
1. Run the PL-Hub_Installer.exe installer and follow all instructions.

2. After the installation finishes, both the PeerLink Hub and PeerLink Broker will be installed. The
PeerLink Broker will automatically be installed as a running Windows service and setto auto-
start. The PeerLink Hub is installed in two parts: a Windows service thatis setto auto-start, and
a client for interacting with the Windows service. The clientis started as a normal Windows
application.

3. Startthe PeerLink Hub Client by launching the PL-Hub.exe executable located in the base
installation directory. If the both the PeerLink Broker and PeerLink Hub Service are up and
running as background services, then the PeerLink Hub should successfully start. If not, please
make sure thatboth the PeerLink Broker and PeerLink Hub Service are running as Windows
services via the Windows Service Panel (services.msc).

Secure Encrypted SSL Connections

By default, the PeerLink Hub and PeerLink Broker will be installed on the same hostmachine
which does notrequire secure SSL communication between each other. To enable a secure SSL
connection between the PeerLink Hub and PeerLink Broker, first stop the PeerLink Hub Service
via the Windows Service Panel (services.msc). Once stopped, navigate to the directory,
'Hub\workspace\prefs', relative to the installation directory. Within this directory, openthe com.ci.
pl.hub.runtime.prefs file in a texteditor. If the file does notcontain a line starting with "hub.jms.
providerURL", then add the following line iniit's entirety:

hub.jms.providerURL=failoven:(ssl\://localhost\:61617)?jms.alwaysSyncSend\=true

Otherwise, making the following changes to the line starting with "hub.jms.providerURL" (changes
are bold and underlined):

From: hub.jms.providerURL=failoven:(tcp\://localhost\:61616)?jms.alwaysSyncSend\=true
To: hub.jms.providerURL=failovern\:(ssl\:/localhost:61617)?jms.alwaysSyncSend\=true

Once these changes are complete, save the file, then restart the PeerLink Hub Service.
Uninstalling

PeerLink ships with an uninstaller for the environmentitis running in. Please use the standard
platform specific method for removing programs/applications to uninstall PeerLink.
PeerLink Agent Installation

You will need to install a PeerLink Agenton each serveryou plan to include in any of your file
collaboration sessions.

Basic Requirements

1. Mustbe installed on a system running Windows 2003 Server or later with the latest service
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packs acting as a file server where the RootFolderis located on a locally attached storage
device. The system musthave a minimum of 1GB of RAM, 512MB of which should be
dedicated to the PeerLink Agent. Depending on the level of activity on the system and the
number of running applications, required system RAM will likely be higher.

2. The serverthatthe PeerLink Agentis installed on musthave direct network access to the
serverthatthe PeerLink Broker is installed on, and any firewalls mustbe configured to allow
access for ports 61617 and 8181 to the PeerLink Broker server.

3. The PeerlLink Agentis installed as a Windows service under the default SYSTEM user
account. The userthatthe service is running under should have read+write access to the Root
Folder.

4. See the Requirements section for more detailed requirements.
Software Installation & Launching
1. Run the PL-Agent_windows.exe installer on the target server and follow all instructions.

2. During installation you will need to specify the PeerLink Broker Host Name (computer name,
fully qualified domain name, or IP Address) of the server where the PeerLink Broker is running,
as well as the configured TCP/IP port number (the defaultportfor SSL communication is 61617).

3. After the installation finishes, the PeerLink Agentwill be installed as a Windows service. You will
need to verify thatthe PeerLink Agentis running, and thatitwas able to successfully connectto
the PeerLink Broker. You can do this by opening Windows Service Panel (services.msc) and
making sure thatthe "PeerLink Agent Service" is started.

4. Make sure thatthe PeerLink Agentwas able to successfully connectto the PeerLink Broker by
going to the PeerLink Agentinstallation folder, opening the output.log textfile,and making
sure that"Ready" is displayed on the firstline.

Secure Encrypted SSL Connections

By default, the PeerLink Agentis installed with SSL encryption enabled, where the PeerLink Agent
connects to the PeerLink Broker through a secure, encrypted connection. If you are running
PeerLink on a secure LAN orvia a corporate VPN, you mightwantto disable SSL to boost
performance. For more details on disabling or enabling encryption for the PeerLink Agent, please
see the Central Agent Configuration page.

Uninstalling

PeerLink Agent ships with an uninstaller for the environmentitis running in. Please use the
standard platform specific method for removing programs/applications to uninstall the PeerLink
Agent.

Licensing

PeerLink is licensed by the number of unique participating hosts and by the number of running file
collaboration sessions.

Installing or Upgrading a License File

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved
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After purchasing or requesting a trial download of PeerLink, you will receive a license file
representing your purchase ortrial. To install a new license file or upgrade an existing license,
navigate to the Window menuin the PeerLink Hub and selectPreferences. Next, selectthe
Licensing item in the tree on the leftof the Preferences dialog.

f.‘l Preferences _I- _ID il
It;-‘r:e filter text Licensing

File Collaboration

- -

. . Peer Software Licensing Configuration
General Configuration

Licensing License Type | Quantity | Version | Expiration Date | Add

SMTP Email Configuration Delete |

rLicense Information

oK I Cancel |

Click the Add button to browse for and install the license file. If a license already exists for the
same type, then the existing license will be overridden with the new license. After successful
installation of the license file, the license will be displayed in the License Configuration table

along with licensed quantity and an expiration date (ifapplicable). You will now be able to create,
configure, and run file collaboration sessions.
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T= Preferences B =] 3]

It_.'pEfiHErtE-.‘t Licgnsing v v w

File Collabora.tlon . Peer Software Licensing Configuration
General Configuration

Licensing License Type | Quantity version | Expiration Date | Add I

SMTP Email Configuration Peer File Collaboration Enterprise Unlimited File Collaboration Hosts 2.1 Never Delete |

rLicense Information
License Type:  Peer File Collaboration Enterprise
Version Number: 2,1
Date Issued:  01/20/2011

Expiration: Mever

Quantity: Unlimited File Collaboration Hosts
Licensed To:  Peer Software User

Company: Peer Software, Inc, NFR
Account ID: Peer File Collabaration 2,1
Address: 4155 Veterans Highway, Suite 12
City, Zip: Ronkonkoma, 11779

Country: us

Licensed Features

Maximum number of MetApp 3000 series hosts: 3

Maximum number of NetApp 6000 series hosts: &

Maximum number of Peerlet instances (jobs/applications): 10
Maximum number of NetApp 2000 series hosts: 2

Maximum number of participating file collaboration hosts:  Unlimited

oK Cancel

The PeerLink Hub User Interface

The PeerLink Hub is a container for configuring and deploying PeerLink Peerletapplications,
including File Collaboration. The PeerLink Hub graphical userinterface enables you to create,
view, editand delete your File Collaboration Sessions, as well as view runtime information for
running Peerlets.

Main View
After starting up the PeerLink Hub Client, the following Main View is displayed:
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W% Peerlink v2.1.3 build 1016 (Client Mode) [_ [0
File - Search Run Window Help
-l e Em- [HEos | ec - [G-
i Jobs O ® £ 7 = 5|4 colaboration summary 52 =0
[type fiter text ~Runtime Summary View {auto-update enabled)
Fitter by: - Actions ~ [¥] Enable Auto-Update | Refresh | 10 E seconds
Name | overal Status | Failed Hosts | Confiicts | Errors Warnings | OpenFiles | Pending Bytes | Scan Status Elapsed Time
& Agent Summary =8
4 Agents Avag. Bar
7 +1 (Connected)
35rv2 (Connected)
[ Failed Active Participants: 0 of 0 | Active Bytes Pending: O bytes | Active Bytes Transferred: O bytes | Active Opens: 0 | Active Initial Scans Completed: 0 of 0

@ alerts 22 =0
0 errors, 0 warnings, 0 others | Fiterby: Host: | Severity: | | Tvpe: | | Clear Alerts
Received Date Severi T | Mame | Host | Message

4 L T | |

The PeerLink Hub is made up ofthe following Views:

This is a listof all created file collaboration jobs thatcan be
modified, viewed, and started. The listis grouped by Peerlettype,
where the primary type is File Collaboration.

Jobs View The following buttons are available within this panel:

e Start and Stop buttons allow you to startand stop any selected
jobs.

e View Runtime Summary button displays a table of summary
information for all jobs of a selected Peerlettype.

Displays a listof known PeerlLink Agents and connection status for
each. Individual Agents can be updated and restarted from this view
as well by right-clicking on one or more items and selecting the
appropriate item from the popup menu.

Agent Summary View

Displays a listof PeerLink Hub alerts that have occurred with
Alerts View detailed information about each alert. Alerts relating to PeerLink
Agent connection status changes will be reported here.

Displays a listofall job-specific alerts thathave occurred (including
those for file collaboration sessions) with detailed information about
each alert. Alerts relating to the automatic stopping and restarting of
jobs will be reported here.

Job Alerts View
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File Collaboration e Session Tab - Shows currently opened files, session locks, and
Runtime View (tabbed files being synchronized.
Viewin centerofscreen) | ¢ Event Log Tab - Displays a log of recentfile activity.

The Peerlet Editors View is the defaultlocation of the Collaboration
Summary View, in addition to runtime and configuration sub-views for
allopen jobs.

For each open file collaboration job, the following sub-views are

available as tabs:

e Summary Tab - Displays current synchronization summary and
session statistics.

e File Conflicts Tab - Shows a list of current file conflicts and
quarantined files.

e Alerts Tabs - Displays alerts tied specifically to the selected job.

e Participants Tab - Listof currently configured and associated
host participants for the selected job, in addition to connection
status foreach.

e Configuration Tab - Shows a summary of all configurable items
for the selected job.

Table Detail Viewer

Mosttables shown throughout the PeerLink Hub supportdouble-clicking on any row. This action
will bring up a popup dialog containing all of the details pertaining to the information in that row. An
example is shown below:

Peerlet Advisory Alert Details -

Creakte Date:
Severity:

Category:

Message:

Class Mame;

Error Code:

App Session Key: | 111

IDE-EE-ZDII 1913112

[ FaTaL

| Applicakion

Quorum losk For job Netdpp Document Collab, Session will
restart when minimum required hosts become available,
Session elapsed time was 00:00:07 before gurom was lost,

I FileSwnc

fo

Click outside of popup to close

In addition, mostright-click context menus contain the ability to copy this detailed information on
one or more rows all atthe same time. This information can then be pasted into any document

editor.

Menus

After starting up the PeerLink Hub Client, the following menu & toolbar actions are available:
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File Menu
Selecting this option will present you with a list of installed Peerlettypes from
which you can create a new job. The options are based on which PeerLink
New solution is installed. For example, if you installed the File Collaboration

solution, then clicking the New menu item will provide you with an option to
create a new file collaboration job. The New action is available in the toolbar
as well.

Save / Save
All

This button will be enabled ifany ofthe open jobs have been modified.
Selecting Save will resultin the currently open and selected job to be saved
to disk. Save All saves all open and modified jobs to disk.

E xit

Selecting this option will exitthe PeerLink Hub Client application. Note thatas
long as the PeerLink Hub Service remains running, all running jobs will
continue to operate.

Window Menu

Open
Perspective

Open a predefined layout of views geared towards a specific purpose.

Forexample, one perspective is for job creation and management, while
anotheris for managing PeerLink Agents.

Reset
Perspective...

Selecting this option will reset all current windows, views and editors to their
defaultsize and layout.

Opens the Preferences window allowing the user to configure settings for the

Agent Installer

PIOVRIEMEEE PeerLink Hub, as well as global settings for file collaboration sessions.
Refresh Refreshes all current views and tabs.

View Opens the progress view which displays information pertaining to any
Progress running background tasks within the PeerLink Hub.

X:::\;SJOb Opens the Job Alert view which displays alerts such as job restarts, etc.
View Alerts Opens the Alert view which displays PeerLink Hub alerts such as PeerLink

Agent connection status changes, etc.

Help Menu

User Guide Selecting this option will open this help manual.

Download This operation takes you to our website where you can download the

PeerLink Agentinstaller compatible with this version of the PeerLink Hub.

Retrieve Hub
& Agent Logs

This operation will collect and retrieve all useful log files for specified
PeerLink Agents, the PeerLink Hub, and all configured jobs. All of this
information will be assembled in a single zip file that can optionally be
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uploaded to our technical support Amazon Web Services account. The
collection and retrieval of the log and supportfiles will be performed in the
background which might take awhile depending on content size and network
speed. Upon completion, you will be notified and will be able to view the zip

file yourself.
Retrieve This will display detailed statistical information about all messaging that has
Broker transpired for all connections (PeerLink Agents and the PeerLink Hub) to the
Statistics PeerLink Broker.
_I(:?'ﬁnerda tg This will generate a thread dump of the running PeerLink Hub Clientand
F”;ea UMP | Service which can be used by ourtechnical supportto debug certain issues.
About Displays version information about the PeerLink Hub along with which
components are installed.
Job View

The Job View s located in the top left section of the PeerLink Hub and contains a listof all Peerlet
types and saved instances.

K!L'Jul:}s ﬁ_‘iv'z'lfl\

=
m

t
m
m

= d% File Collaboration (2)

L B Document Collaboration

@ Spreadsheet Collaboration

Double-clicking on any job will open the selected job in the File Collaboration Runtime View, while
double-clicking on the Peerlettype File Collaboration will open the Collaboration Summary
View in the opentabs section.

Context Menu
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Right-clicking on any job will open a context popup menu with the following options:

Open Open the selected job inan already open tab within the File Collaboration
P Runtime View. Otherwise, a new tab will be opened for the selected job.

Openin New | Openthe selected job ina new tab within the File Collaboration Runtime

Tab View.

Start Startthe selected job ifitis notalready running.

Stop Stop the selected job ifitis already running.

Delete Delete the selected job from the PeerLink Hub and from disk.

Edit Edit the configuration for the selected job.

Configuration

(s)

Copy Copy the selected job while assigning ita unique name.

Rename Rename the selected job.

Selecting multiple jobs and right-clicking will show a subset of the above context popup menu.
Doing so, will allow you to open, start, stop, and edit multiple jobs atonce. For more information,
see the Multi-Job Edit Section of this help document.

Toolbar

The following buttons are available on the toolbar within the Job View:

Start Job Startone or more selected and currently stopped jobs.

Stop Job Stop one or more selected and currently running jobs.

View a table of summary information for all jobs of a selected Peerlettype.
The View is defined and opened by simply clicking on a job ("Such as
"Document Collaboration" in the image above) orit's parent Peerlettype (or
"File Collaboration" in the image above), then pressing the View Runtime
Summary button.

View Runtime
Summary

Agent Summary View

The Agent Summary View is located in the bottom left section of the PeerLink Hub below the Job
View. This view contains a list of all known PeerlLink Agents installed in your environment and
displays the current connection status for each.
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=

5 Agent Summary

HlWin20035rv 1 (Connected)

JEE| Win2003Srv2 (Connected) 0

Valid connection statuses are:

Connected

Indicates Agentis currently connected to the PeerLink Broker.

Disconnected

Indicates that Agent has disconnected from the PeerLink Broker. This can be
a result of stopping the PeerLink Agent, or if the network connection between
the PeerLink Agentand the PeerLink Broker was severed.

This indicates thata heartbeat for the Agentwas notreceived within the

Pending configured threshold and thatthe Agentis in the process on being
Disconnect disconnected if a heartbeatis notreceived soon. This status can also occur if
the Agentdoes notrespond to a pending ping.
Ifno connection status is displayed, then either the PeerLink Agentwas not
Unknown running on that host when the PeerLink Hub was started, or the first heartbeat

message has notbeen received from that host.

Agent Menu Options

Right clicking on one or more host names in the Agentlistwill open a context popup menu with the

following options:

This will remove the selected Agent(s) from the view, but if the Agentis still

Remove running or connects again, then it will be added back to the list when the next
heartbeatis received.
View Displays properties for the selected Agent, e.g. heartbeat information, host
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Properties

machine configuration, messaging statistics, performance statistics, etc. See
the section View Agent Properties Dialog for more details.

Edit
Configuration

Clicking on this menu item will display a dialog where you can edituser
configurable properties for the selected Agent.

Restart Agent

If the selected Agentis connected, this menu item will restart the PeerLink
Agent Windows service running on the corresponding host. In the event that
the Agentis not connected to the Broker, an attempt will be made to restart the
PeerLink Agent Windows service using the Windows sc command. Please

Configuration

Servi
ervice note that this will only work if the user running the PeerLink Hub Clientcan
access the remote Agentsystem and has the appropriate domain
permissions to startand stop services on the remote Agent system.
This action displays a dialog through which the selected Agentcan be
Edit Agent configured. Configurable options include PeerLink Broker connectivity, Agent

logging, Agentmemory usage, among others. For more information, see the
page on Central Agent Configuration.

Test Agent
Bandwidth
Speed

If the selected Agentis connected, this menu item will start a bandwidth speed
testto be performed in the background. You will be notified atcompletion with
the results ofthe test.

Retrieve Log
Files

This action retrieves log files for the selected Agent containing information
used by our technical support staffto assistin debugging issues. The log files
will be located in the supportfolder of the PeerLink Hub installation directory
and can optionally be uploaded to our technical support Amazon Web
Services account.

This action generates a file on the selected Agent containing information

Generate
: used by our technical support staff to assistin debugging issues. The debug
Debug File . . . . .
file will be located in the Agent's installation directory.
This action copies a specified file from the PeerLink Hub to the designated
Copy File targetfolder on each selected Agent. The targetfolderis relative to the Agent

installation directory.

Transfer Rate
Report

This action displays a time series performance chart of average transfer rate
for the selected Agentover the last24 hours.

Agent Updates

Additionally, if the Agent software running on a hostis out of date, the host will be shown as having
a pending update in the Agent Summary View. When right-clicking on the host, the option to
automatically update the Agentsoftware will also be available. This process can be done right
from the PeerLink Hub and usually does notrequire any additional actions on the hostserver

itself.

View Agent Properties Dialog

Selecting "View Agent Properties" menu item for a selected host will resultin the opening of the
following Agent Properties dialog:
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& View Agent Properties x|

Machine |Messaging I Performance I Hearﬁ:ueatl General I VM Performance I

05

# Processors I 1

Computer Description |

Computer Name | WIN2003SRV1
Daomain Mame | PL
IP Address | 192.168.171.68

Installed Memaory I 267312864 Bytes

Processor 64-hit r
Processor Desc, |Ir1te|[R] Core(TM)2 Quad CPU Q9450 @ 2.66GHz
Processor Freguency IZGGI-'

Processor Vendor | Genuinelntel

| Windows 2003

QK Cancel

This dialog displays Agentand host machine information across the following categories:

Machine

Heartbea
t

Performa
nce

JVM
Performa
nce

Messagi
ng

General

Displays machine information of the host that the PeerLink Agentis running on such
as, # of processors, computer name, domain name, IP address, installed memory,
O/S, efc.

Displays heartbeatinformation and statistics such as, heartbeat frequency, avg
heartbeattime, lastheartbeattime, total Agent disconnects, total missing
heartbeats, etc.

Displays general performance statistics for the underlying host machine such as,
available virtual memory, available physical memory, memory load, etc.

Displays JVM performance statistics for the running PeerLink Agent application
such as active # of threads, heap memory used, non-heap memory used, etc.

Displays general PeerLink Broker messaging statistics for the selected host, such
as, total messages received, total messages sent, # errors, efc.

Displays general Agent runtime information such as, discovery time, local time,
SSL use, Agent startup time, Agentversion, user name Agentservice is running as,
etc.

Edit Agent Properties Dialog
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Selecting "Edit Agent Properties” menu item for a selected host will resultin the opening of the

following Agent Properties dialog:

I'ﬁ Edit Agent Properties

]|

Connection Tvpe

Preferred Haost

!
-

o]

Cancel

This dialog displays the following configurable Agentand host machine options:

Connecti
onType

Preferred
Host

Alerts View

The Alerts View is automatically displayed when a critical system (Error or Fatal) alertis received.
By default, the Alerts View is displayed under the File Collaboration Runtime View. You can close

Allows for the selection of a connection type between selected Agentand it's
associated PeerLink Broker. When set, optimizations are made to the
communication between the two parties based on the selected connection type.

A best practice optimization for selecting which Agent has the fastest connection to
the PeerLink Broker (orin appropriate cases, for selecting which Agents are on the
same subnetas the PeerLink Broker).

the view atanytime by clicking on the X (close) button on the Alerts tab. You can open the Alerts
view atany time by clicking on the View Alerts button located on the PeerLink Hub toolbar or by
selecting the Window menu, then the Show View submenu, followed by the View Alerts menu

item.
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Alertseverity is broken down into four main categories: Informational (containing Info, Debug, and
Trace), Warning, Error and Fatal. An example of an Informational alertis when an Agent connects
to the PeerLink Broker. If an Agent's network connection is severed, then an Error alert will be
logged. All alerts are also logged to the file hub_alert.log, available under the 'Hub\logs'
subdirectory within the PeerLink Hub installation directory.

You canfilteralerts based on hostname, severity level, ortype, and you can sortalerts by
clicking on a specific column header. You can also clear all alerts in the table by clicking the
Clear Alerts link.

) Alerts 23 . Jobmertq =8
0 errors, 1warnings, 0 others | Filter by :  Host: | Severity: I j Type: I j Clear Alerts
Date | Severity | Type | MName | Host | Message |
i08-19-2011 17:21:21 | Warning Heartbeat Miszed Heartbeat Win20035rv2 Connection status changed from Connected to Pending

You can also resize the Alerts View by dragging the separator between the upper view and the
Alerts View, oryou can double-click on the Alerts tab to maximum the view. You can restore the
view to it's original, non-maximized size by double-clicking on the Alerts tab again.

Job Alerts View

The Job Alerts View is automatically displayed when a critical job-related (Error or Fatal) alertis
received. By default, the Job Alerts View is displayed under the File Collaboration Runtime View,
alongside the standard Alerts View. You can close the view atanytime by clicking on the X (close)
button on the Job Alerts tab. You can open the Job Alerts view atany time by clicking on the View
Job Alerts button located on the PeerLink Hub toolbar or by selecting the Window menu, then
the Show View submenu, followed by the View Job Alerts menuitem.

Job alertseverity is broken down into four primary categories: Informational (containing Info,
Debug, and Trace), Warning, Error and Fatal. An example of an Informational alertis when a job is
started or stopped manually by the user. Ifa job loses one of it's participating hosts and as a
result, cannotkeep a quorum and shuts down, then a Fatal alert will be logged. All alerts are also
logged to the file job_alert.log, available under the 'Hub\logs' subdirectory within the PeerLink
Hub installation directory.

You canfilter alerts based on hostname, job nhame, severity level, ortype, and you can sortalerts
by clicking on a specific column header. You can also clear all alerts in the table by clicking the
Clear Alerts link.
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) Alerts | - Job Alerts E2 =0

0 errors, 0 warnings, 4 others | Filter by :  Host: | Name: | Severity: I 'I Type: I
Date | Severity | Type | MName Host |

08-13-2011 15:01:41  Info Stop Job Spreadsheet Collaboration

08-13-2011 15:01:41  Info Stop Job Document Collaboration

08-13-2011 14:40:06  Info Start Job Spreadsheet Collaboration

08-19-2011 14:40:06  Info Start Job Document Collaboration

You can also resize the Job Alerts View by dragging the separator between the upperview and
the Job Alerts View, or you can-double click on the Job Alerts tab to maximum the view. You can
restore the view to it's original, non-maximized size by double-clicking the Job Alerts tab again.

Creating a File Collaboration Job

The topics in this section provide some basic information about creating and editing File
Collaboration Jobs.

Overview

File Collaboration Jobs are created using the PeerLink Hub. When configuring your firstjob, we
strongly recommend thatyou first configure the Global File Collaboration settings, as well as
global settings like SMTP configuration, which is specific to the PeerLink Hub. Details on whatand
how to configure these global options can be found in the Global Configuration section.

To create a new job, once global options are set, click the Create New button in toolbar ofthe
PeerLink Hub, oryou can selectthe New menu item from the File menu. A list of all installed
Peerlettypes will be displayed. Selecting the File Collaboration option will promptyou fora
unique name for the job, then open the File Collaboration Configuration dialog.

You can editan existing job by selecting one or more jobs in the Job View, right-clicking, and
selecting Edit Configuration(s). The PeerLink Hub now has supportfor editing multiple jobs at
once. Please see the section on Multi-Job Edit Support for more details.

Configuring a file collaboration session will require the following steps:

¢ Global Configuration (important to configure before setting up your firstjob)

e Step 1-HostParticipants & Folders Settings (the beginning process of creating an individual

file collaboration job)

e Step 2 - General Settings

e Step 3 - File Filters Settings

e Step 4 - File Conflict Resolver Settings

e Step 5-Delta Compression

e Step 6 - File Metadata

e Step 7 - File Locking
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Step 8 - Logging and Alerts

Step 9 - Target Protection

Step 10 - Email Alerts

Step 11 - Save Settings

Global Configuration

Before configuring the individual aspects of a file collaboration session, we firstrecommend pre-
configuring a number of global options thatcan be applied towards all file collaboration sessions.

The following configuration items are notalways required, but highly recommended:
e SMTP Email Configuration

* Email Alerts

e SNMP Alerts

* File Filters

1. SMTP Email Configuration

Before the PeerlLink Hub can send emails on behalf of any file collaboration job, a few key SMTP
settings mustbe configured. To setthese values, click on the Wind ow menu from with the
PeerlLink Hub, and select Preferences. Within the dialog thatpops up, selectSMTP Email
Configuration on the left-hand side ofthe dialog. The following screen will be displayed.
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& Preferences

Itg.-'pe filter bzt

[#- File Collaboration
+]- izeneral Configuration
Licensing

B <11TF Email Configurakion

SMTP Email Configuration

—3MTP Email Configuration

SMTP Host: |
SMTP Part: | 25 =
Enctyplion: |

Emcryption Tvypes: ITLS

Usernarne: |

Password: |

Sender Email: |

Test Email Settings |

o]

Cancel

SMTP Host ( The hostname or IP address of the SMTP mail server through which the
required) PeerLink Hub will send emails.
TCP/IP connection port (defaultis 25 and 465 for encryption) on which the
SMTP Port mail serveris hosting the SMTP service. Itis recommended thatyou
leave the default setting unless your email provider specifies otherwise.
Encryption Check this box ifthe SMTP mail server requires an encrypted connection.

Encryption Type

Ifencryption is enabled, an encryption method mustbe selected. TLS and
SSL are the available options. If you do not know which one your mail
serverrequires, try one then the other.

User

The username to authenticate as on the SMTP mail server (optional).

Password

The password of the username specified above (optional).

Sender Email (
required)

The email address thatwill appear in the From field of any sent emails.
This email address sometimes needs to have a valid accounton the
SMTP mail server.

Itis highly recommended thatyou test your SMTP settings before saving them. To do so, click on
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the Test Email Settings button. You will be prompted for an email address to send the test
message to. Upon submission, the PeerLink Hub will attemptto send a test message using the

specified settings.

2. Global Email Alerts

Overview

The PeerLink Hub supports the conceptof"Email Alert Configurations" where a single
configuration (consisting of a unique name, a selection ofalerttypes along with a list of email
addresses) can be applied to multiple file collaboration jobs without requiring repeat entry for
each job. When an Email Alert configuration is applied to a job, an email will be sentto all listed
recipients anytime a selected alerttype is triggered by thatjob.

To mange these configurations, navigate to the Window menu of the PeerLink Hub, select
Preferences, then navigate to and selectEmail Alerts from the tree node on the left. The
following screen represents the listof defined Email Alert configurations, along with buttons to add
new ones and edit, copy and remove existing ones.

fa Preferences

It;.-'pe filter tesxt

= File Collaboration

- Email Alerts

. Event Detection

File Filters

SNMP Motifications
Scan Manager
E----ﬂ:'olic;.r Configurations
- General Configuration

- Licensing

- SMTP Email Configuration

(ol x|
Email Alerts [e=I -

4

Edit SMTP Email Configuration

| Redpients |

admin@peersoftware.com

Name | Configured Alerts

Collaboration Email Alerts Session Abort, File Quaranti...

Edit
Copy

Remove

LS

Cancel

oK |

Upon adding or editing an Email Alert configuration, the following dialog is displayed:
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T2 Email Alert Configuration |

Configuration Mame: | Collaboration Email Alerts

— Alert Types
¥ Session Abort W File Quarantined [ Host Failure ¥ Scan Errar

— Recipients

admin@peersoftware. com

Add Edit | Remu:uvel

QK Cancel

Within this dialog, you can select specific alerttriggers on which an email will be generated and
configure the list of email recipients of the alert(s). Alerttypes are defined below.

Alert Types
Session Enables sending an alertwhen a session is aborted because of lack of
Abort guorum due to one or more failed hosts.
File Enables sending an alert when a file is marked as quarantined because a file

Quarantined | conflictwas notable to be resolved.

Host Enables sending an alertwhen a hosttimeout occurs and the hostis taken out
Timeout of session.

Enables sending an alertwhen an error occurs during the initial

Scan Error -
synchronization process.

3. Global SNMP Notifications

Overview

The PeerlLink Hub has basic supportfor SNMP messaging. SNMP notifications are setthrough
the conceptof"SNMP Notification Configurations" where a single configuration (consisting ofa
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unique name, a selection of notification types along with a trap prefixand destination) can be
applied to multiple file collaboration jobs without requiring repeat entry foreach job. When an

SNMP Notification configuration is applied to a job, a SNMP trap will be sentto the destination IP
address or hostname anytime a selected notification type is triggered by the job

To mange these configurations, navigate to the Window menu of the PeerLink Hub, select
Preferences, then navigate to and select SNMP Notifications from the tree node on the left.
The following screen represents the list of defined SNMP Notification configurations, along with
buttons to add new ones and edit, copy and remove existing ones.

F& Preferences

It:-‘pe filter text

- File Collaboration

- Event Detection
File Filters

i SNMP Notifications
Scan Manager

E----1‘I3|:|Iicy Configurations
- General Cenfiguration
- Licensing

— SMTP Email Configuration

SNMP Notifications =" - -

g [ 5

| Notifications |
Session Started, Se...

Marme | Destination | Trap Prefix
Callaboration Motific...  255.255.255,255:162  1.3.6.1.4.1.733

Edit

Copy

LS

Remove

OK | Cancel

Upon adding or editing a SNMP Notification configuration, the following dialog is displayed:
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g SNMP Notification Configuration x|

Configuration Name: I Follaboration Notifications

Destination: I 255,255, 255,255
Trap Prefix: [1.3.6.1.4.1.733
Motification Types

¥ SessionStart | Session Stop v Session Abort
¥ File Quarantined ¥ Host Failure ¥ Scan Error

Test SMMP Settings |

QK Cancel

Within this dialog, you can select specific triggers on which an SNMP trap will be generated,
configure the destination hostname, IP address, or broadcastaddress, setthe prefix thatis
attached to every message (helping to identify messages coming from specific instances ofthe
PeerLink Hub orjobs across a network), and test the aforementioned settings. Notification types
are listed below.

Notification Types

Session Enables sending a notification when a session is started.

Start

Session Enables sending a notification when a session is stopped.

Stop

Session Enables sending a notification when a session is aborted because of lack of
Abort quorum due to a failed host(s).

File Enables sending a notification when a file is marked as quarantined because

Quarantined | a file conflictwas notable to be resolved.

Host Enables sending a notification when a hosttimeout occurs and the hostis
Timeout taken out of session.

Enables sending a notification when an error occurs during the initial

Scan Error -
synchronization process.

4. Global File Filters

Overview

Filter expressions govern the inclusion and exclusion offiles under the Watch Set. Included files
are subjectto scan and eventdetection, while excluded files are not. Initially, all files are included
and no files are excluded, exceptfor the internal expressions listed below under Auto Excluded
Filter.
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Filtration can be configured with wildcard expressions to more easily cover well-known file
extensions or names thatfollow established patterns. When a single expression is insufficient for
configuring filtration, multiple expressions may be supplied. You can also filter file based ona
file's last modified time and file size.

Usage Notes

Since inclusions and exclusions are expressed separately, itis possible to submit conflicting
expressions. The expression evaluator addresses this by exiting when a file is determined to be
excluded. Therefore, exclusions expressions override inclusion expressions.

Rename operations may subjectfiles to aninclusion status change. Renaming a file out of the
Watch Setwill trigger a target deletion, while renaming into the Watch Settriggers a target
addition.

Folderdeletions only affectincluded files, possibly leading to folder structure inconsistencies.
When a session participantdeletes a folder, the target outcome will vary depending on whether
excluded files are present. Folder deletions are propagated in detail to the targets as to the exact
files thathave been affected.

Auto Excluded Filter

The following wild card expressions are automatically applied as exclusion expressions and
cannotbe changed:

Temporary files generated by common applications
~$**
*tmp

~$$$

Any file without a file extension, e.g. abcdefg

Explorer System Files
desktop.ini, thumbs.db, and Windows shortcut file e.g. *.Ink

Configuration Notes

The excluded and included file name filters take one or more standard wildcard expressions that
are combined by performing a logical OR ofeach wildcard expression.

Standard Wildcard Expressions

Matches zero or more characters of any value

? Matches one character of any value

The following examples show the use of wildcard syntax to enter a file exclusion orinclusion:

*

.ext Filterfiles thatend with the .extextension
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ext Filter files that contain the string ext
ext* Filter files that start with the string ext

PeerLink also supports the use of complex regular expressions, e.g. <<regEx>>. These
expressions can be used for either included or excluded patterns. For information on where to
enter a regular expression, see the Configuration section immediately below.

A good reference on regular expressions can be found here: hitp://www.regular-expressions.info/
reference.html

Filtering on Folders

In addition to filtering on files, you can filter on folders using the following syntax:\Folder or
\Folder* or\Folden\*

Presently, PeerLink only supports included expressions for a full folder path, and does notsupport
wildcard matching on parent paths. For example, the following expression is notvalid:
\Folder*\Folder

Reduce the Number of Jobs Using Folder Filtering

For management purposes, we recommend keeping the total number ofjobs as low as possible,
preferably to no more than 10. Using folder filters, you can reduce the total number of jobs without
sacrificing efficiency. This process involves analyzing all existing jobs, identifying all the folders
and hosts that will be collaborating, and consolidating them into fewer jobs by watching a few root
folders ata higherlevel. Filters will then be added to include or exclude only the folders of interest.
Here is a small example which demonstrates this concept:

Example:
Reduce existing four jobs down to two:

old D:\General D:\General
Jobs E:\Common F:\Common
BT D:\rProjects D:\Projects

[ |  Job4a | E:\Documents F:\Documents

After consolidation:

| [Filter Option 1| Filter Option 2 |
New D:\ D:\ \General\* All other files
Jobs| | \Projects\*
[ [ Job2 | E:\ F:\ \Common\* All other files
I \Documents\*

Jobs 1 and 3 were merged into a single job watching the rootD drive on both servers while using
Filter Option 1 or 2.

Jobs 2 and 4 were merged into a single job watching the root E drive on Server 1 and the rootF
drive on Server 2 while using Filter Option 1 or 2.
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Please note the following regarding regular expressions:
e PeerLink does notsupportthe ability to use Regular Expressions for multi-level folder
inclusions suchas\Level1\Level2\FolderName.
e PeerLink does not currently support the ability to filter on certain parts of a path, like
\Folder\*\Folder and \Folder*\.
Additional Folder Filter Examples
To exclude a specific folder from anywhere within the Watch Set:

*\FolderName
*\FolderName\FolderName

To exclude a specific folder from the ROOT of the Watch Set:

\FolderName
\FolderName\FolderName

To exclude folders that END with a specific name from anywhere within the Watch
Set:

*FolderName\

To include a specific folder from the ROOT of the Watch Set:

\FolderName
\FolderName\FolderName

Configuration

The PeerlLink Hub supports the concept of "File Filter Configurations" where a single configuration
(consisting of a unique name, and lists of inclusion and exclusion expressions) can be applied to
multiple file collaboration jobs without requiring repeat entry for any job. This capability also
allows you to define File Filter combinations for use with specific collaboration scenarios.

To mange these configurations, navigate to the Window menu of the PeerLink Hub, select
Preferences, then navigate to and selectFile Filter Configurations from the tree node on the
left. The following screen represents the list of defined File Filter configurations, along with buttons
to add new ones and edit, copy and remove existing ones. To increase flexibility, multiple File
Filters can be applied to a single job, combining elements of each to form one large filter. For
more information on selecting multiple filters, see the page on File Filter Selection.
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g Preferences =] B3

Itype filker bext File Filters = - B
[=I File Callaboration

4

ame | Tvpe | E:xclusions | Inclusions | add |
Default Any ro® ¥ K BAK, ¥ NLE, *EXE, ...  Mone Selected
Invalid Characters Any ECINE >3 Mone Selected Edit |

SHMP Motifications opy |
Scan Manager

- FPalicy Configurations Remaoye |
[#- General Configuration

- Licensing
-~ SMTP Email Configuration

[8]4 I Cancel

Upon adding or editing a File Filter configuration, the following dialog is displayed:
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It File Filter Configuration x|
Configuration Mame: | Default
Filter Type: [any |
—Auto Excuded

To see a list of file types that are automatically exduded from collaboration, dick here

—Excluded File Mame & Path Wildcard Patterns

e -
= BAK
= WEK

= Aa5D

* ¥LKE

"EXE [
Add Default Exdusions Add | Edit | Remave |

—Induded File Mame & Path Wildcard Patterns

Add | Edit: | Remove |
Incuded Last Modified Dates
IIndude all dates j
I 0 days
0] 4 Cancel

When creating a File Filter configuration, you will generally wantto exclude all temporary files
created by the applications you use so they are not propagated to the targets hosts. For example,
AutoCAD applications should add the following expressions to the Excluded File Name filter
table:

*AC$
*SV$
*DWL*
*BAK

To do so:

1. Click the Add button under the Excluded File Name Wildcard Pattern table and enter *. AC$ and
then click OK.

2. RepeatStep 1to add *.SV$, *DWL* and *.BAK
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Your AutoCAD temporary file exclusion filter configuration is now created and all files ending in *.
SV$or*AC$ or *DWL or * BAK will be excluded from collaboration within any running file
collaboration job that uses this configuration..

Additionally, complex regular expressions in the format <<regEx>> can be used in both the
inclusion and exclusion pattern lists. An example is shown in the dialog screenshotabove (<<”.*\
\atmp[0-9]{4,}$>>).

The following regular expression excludes any path containing a folder "XX" which also contains a
child folder"YY"

<< FNXXWYY (W56 $)>>
The following files and folders MATCH the above expression:

\projects\xx\yy
\accounting\projects\xx\yy\file .txt
\accounting\projects\xx\yy\zz\file .txt

The following files and folders DO NOT MATCH the above expression:

\projects\accounting\file .txt
\projects\xx\y
\projects\xx\yyy\file.txt
\accounting\projects\xx\file .txt
\accounting\projects\yy\xx\zz\file .txt

Filtering on Last Modified Time

In addition to filtering on file names, file extensions, folder paths, or partial path wildcard pattern
matching, you canfilter based on a file's last modified time. PeerLink only supports filtering ona
file's last modified time and does notsupportfiltering on a folders last modified time. In addition, if
you have a folder hierarchy that contains files which are all being filtered based on last modified
time, then all folders will still be created during the initial scan process on all hosts. Ifa file is
excluded from collaboration based on last modified, then the initial scanning process will not
synchronize the file evenif the file's last modified time and size do not match, or the file does not
existon all hosts. However, the file will by synchronized, if and when the file is modified in the
future, and ifa user deletes or renames the file on any host, the file will be deleted orrenamed
from all other hosts where the file exists.

Included Last Modified Date Filter Options

Include all dates This is the defaultoption and will include all folder and files regardless
of it's lastmodified time.

Includes all files whose last modified date are more recentthen the
specified number days. Forexample, you can exclude all files that
have notbeen modified for the lastyear (365 days).

Include today and
past

Includes all files whose last modified date are older then the specified

Include older than
number days.
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Step 1 - Host Participants and Directories

Once global options have been configured, create a new file collaboration job by clicking on the
Create New buttonin toolbar of the PeerLink Hub, or by selecting the New menu item from the
File menu. A drop down listof all installed Peerlettypes will be displayed. Selecting the File
Collaboration option will promptyou fora unique name for the job, then open the File
Collaboration Configuration dialog..

The first page of configuration will be for Host Participants of the file collaboration job. On this
page, you will selectand configure which hosts will be participating in this job.

f= File Collaboration Configuration =] E3

----- Participants Participants

eneral
- File Filkers

) ) ~ Available
Conflict Resalution

- Delta Compressian Hast | Compuker Description |

le Metadata WinZ0035rv2

- Logging and Alerts
i Target Protection
- Email Alerts

- SHMP Motifications

Add Edit Detector Settings Remove

~Selected

oK I Cancel

Participant configuration steps are as follows:

1. Alistofall available hosts willappearinthe Available table on the top of the page. Available
hosts are any hostwith a PeerLink Agentinstalled that has successfully connected to the
configured PeerLink Broker. The name thatwill be displayed is the computer name of the
serverthatthe PeerLink Agentis running on. If a particular hostis notdisplayed in the listthen try
restarting the PeerLink Agent Windows Service on that host, and if it successfully connects to
the PeerLink Broker, then the list will be updated with the computer name of that host.

NOTE: Computer Description is defined through Windows on a per-computer basis.

2. Selecttwo or more hosts from the Available table and click onthe Add button to add the hosts
to the Selected table.

3. Foreach selected hostyou will need to type in the path to the RootFolder, and then press
enter. The Root Folder for all hosts can be identical, or they can have differentabsolute path
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names based on yourneeds.

4. Optionally, if you would like to exclude real time events from certain users, this can be done by
selecting the desired hostin the Selected table and clicking Edit Detector Settings. This is
helpful if you are trying to preventevents generated from backup and/or archival tools from
triggering activity. Usernames should be separated by commas.

5. Ifyou are properly licensed to and wish to include a NetApp storage device within a file
collaboration job, additional configuration is required for each selected host thatis to interface
with a NetApp storage device via the NetApp fPolicy API. For more information, please review
the NetApp Configuration section.

NOTE: From this point on, no other configuration items are mandatory. You can leave the rest
of the configuration settings as their default values and move onto to Step 10 - Save Settings. If
you wish to continue configuring the job, please continue to Step 2 - General Settings.

Step 2 - General Settings

The General Settings page contains miscellaneous configuration items pertaining to a file
collaboration job and is available by selecting General from the tree node within the File
Collaboration Configuration dialog.

T2 File Collaboration Co ] |
- Participants General
- General
- File Filters e —
- Conflict Resolution Application ID: I —
- Delta Compression Session Mame: | Global Projects
- File Metadata i =
.- File Locking Transfer Block Size {(KB): I 128 =
- Logging and Alerts Verify Checksum: v
-~ Target Protection . 0 =i
- Email Alerts Session Threads: I =i
- SMMP Motifications File Copy Threads: I 5 ::Il
Backaground Sync. Threads: IB ﬁ
- =]
Timeout {Seconds): I 30 =
Scan Delay (Seconds): | 10
Require All Hosts At Start: [
Auto Start: r

Ok I Cancel

Configurable settings for this page are as follows:

Application ID Unique, system-generated application identifier that cannot be edited.

Session Name Description of this file collaboration job. This name should be unique.
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Transfer Block

The block size in Kilobytes used to transfer files to hosts. Larger sizes will
yield faster transfers on fast networks, but will consume more memory in

Sync Threads

Size (KB ;
(KB) the PeerLink Brokerand Agents.
If checked, then source and target checksums will be calculated and
Verify verified for all file transfers. There is a small overhead associated with
Checksum verifying checksums and we recommend only enabling this option for initial
testing orif you suspectfiles are somehow being corrupted.
Session Number of concurrentfile lock and change eventsession operations that
Threads can be performed atthe same time.
. Number of concurrent file transfers resulting from real-time eventdetection
File Copy ) .
thatcan be performed atthe same time. Setto low value forincreased
Threads . :
bandwidth throttling.
Background Number of concurrent background file transfers resulting from the initial

synchronization process that may be performed atone time.

Hosts At Start

Timeout Number of seconds to waitfor a response from any hostbefore performing
(Seconds) retry logic.
. Ifenabled, users will be allowed write access to source files thatare
Allow Write . . . ) .
Access During currently being synchronized. If not checked, then users will be denied write
Sync access to source files during synchronization, but will be able to open them
’ in read-only mode.
Require All This option requires all participating hosts to be online and available atthe

start of the file collaboration job in order for the job to successfully start.

Auto Start

If checked then this file collaboration session will automatically be started
when the PeerLink Hub Service is started.

Once all settings are configured to your liking, you can either save the configuration and exitthe
dialog, or you can continue with the configuration process by going to Step 3 - File Filters.

Step 3 - File Filters

File Filter configuration allows you to specify file and folder path expressions to include and/or
exclude from a file collaboration job, and is available by selecting File Filters from the tree node

within the File Collaboration Configuration dialog.

File Filters are configured on a global basis within the PeerLink Hub, where individual
configurations can be applied to multiple jobs without having to manually re-enter each partofthe
configuration. For more information on whatexactly a file filter is, please see the Global File Filters
page. Fordetails on how to configure File Filter configurations within the PeerLink Hub, please
see the section on Global File Filter Configuration.

The following screenshot shows how individual File Filter configurations can be applied to a

single job.
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I File Collaboration Configurati - 1o =|
- Partiapants File Filters
- General
- File Filters
-+ Confiict Resolutpn Edit File Filter Configurations
- Delta Compression
.. File Metadata | Mame | Exdusions | Inclusions
- File Locking Default w® E = BAK * WEK, *ASD... MNone Selected
- Logaging and Alerts O invalid Characters <, ]5== Mone Selected
- Target Protection RegEx < SN, =5]8) > > Mone Selected
- Email Alerts
- SMNMP Motifications

al | i

Each global File Filter configuration will be displayed in the table on this page. Ifyou need to
create a new file filter configuration, or edit an existing configuration via the Global File Filter
configuration screen, click on the Edit File Filter Configurations link. Once all necessary
configurations are in place, check all thatyou would like to apply to the currentjob. Each checked
item will be combined into one large filter when the job is run (by combining all exclusions and
inclusions together). In general, you should have atleast one defaultglobal file filter thatis applied
to all jobs and possibly otherfile filters thatapply to specific jobs. However, for most
environments, only a single defaultglobal file filter is necessary.

Once all File Filter configurations are setand selected to your liking, you can either save the
configuration and exitthe dialog, or you can continue with the configuration process by going to
Step 4 - Conflict Resolvers.

Folder Filter Examples:
To exclude a specific folder from anywhere within the PeerLink watch set:

*\FolderName
*\FolderName\FolderName

To exclude a specific folder from the ROOT of the PeerLink watch set:

\FolderName
\FolderName\FolderName

To exclude folders that END with a specific name from anywhere within the PeerLink
watch set:
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*FolderName\
To include a specific folder from the ROOT of the PeerLink watch set:

\FolderName
\FolderName\FolderName

Step 4 - File Conflict Resolution

File Conflict Resolution allows you to specify the type offile conflict resolution to use during the
initial scan when a file conflict exists for a file between two or more hosts. Configuration is available
by selecting Conflict Resolution from the tree node within the File Collaboration Configuration
dialog.

Overview

Conflictresolution is a key feature of file collaboration thatis in effect at the start ofa session.
When a file collaboration job begins, the host participants' configured folders are synchronized by
a scan and merge phase, during which conflicts can be detected. Below, we will define file
conflicts, describe our detection scheme, and the configuration options we provide to resolve
them.

Defining a Conflict

When a session begins, the participants' folders are first scanned then merged to form a
collective view of all participants' content. All files found under the designated folders are subject
to collaboration, exceptforthose excluded by filtration (see Global File Filter Configuration for
more details).

A potential conflict occurs when a file path is found to existon more than one hostin a file
collaboration job. For example, the following files are found to be in conflict:

WHost-A\FC-Session-UserGuide\release-1.0\readme.txt
W\Host-B\FileCollab-UG\release-1.0\readme.txt
WHost-C\FCS-UserGuide\release-1.0\readme.txt

In this example, the file "\release-1.0\readme.txt' is found to be in conflictacross three hosts. Note
thateach host can designate varying rootfolders. Contentbelow the Root Folder resides under a
shared namespace. Conflicts may occur across a partial or total set of participant hosts.

A file conflict can occur for any of the following reasons:

e Two users open a file atthe same time, orin-and-around the same time.

¢ Afile is open atthe startofa job and the initial scan is unable to synchronize the file while the file
(s)are open.

e Two or more users have the same file open on different hosts when a collaboration job is
started.

¢ A file was modified on two or more hosts between job restarts or network outages.

e PeerLink is unable to obtain a lock on a target hostfile for various reasons.

e PeerLink may conflicta file when an unexpected error occurs or a file is in an unexpected state.
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Resolving a Conflict

The goal of conflict resolution is to designate one instance ofa conflicted file as the "winning"
copy or the one designated as the source for synchronization. The criteria for resolving conflicts
are based on the file's metadata such as size, modification time or hostname.

Itis importantto note that conflict resolution must select a single instance of a file, although itis
quite possible that several copies of a file are potential candidates. Drawing from the examples
listed in the previous section, if our session was configured to resolve conflicts based on a files
last modified time and all instances of \release-1.0\readme.ixt' had the same size and last
modified time, then all three would be resolution candidates. In this case, the winner would be
arbitrarily selected from the candidate set. This conceptapplies to all resolution types thatare
prone to multiple candidate selection.

Once the merge and conflict resolution phases have completed for the session, synchronization
transfers begin to distribute the source content. This includes all source copies of conflict winners
as well as files that are missing from participants.

See the File Conflict View for a more detailed explanation on how the file conflict process works
and how to remove file conflicts and quarantines.

Configuration

The following is a view of the Conflict Resolution configuration page.

dl EHD -l THOM ELLLECY i THD ;IEIEI
Participants Conflict Resolution
General
File Filters ~Resolution Mode
Conflict Resolution % Last Modified Time Wins
Delta Compression
File Metadata ¥ Truncate milliseconds
File Locking ™ Manual Conflict Resolution

Logging and Alerts

Target Protection
Ernail Alerts Quarantine Offine Yersion Conflicts: v

SMMP Motifications Offline Folder Rename Detection: r
Offiine Delete Detection During Scan: [

Delete Deteckion Master Host (optionaly: I "I

—Advanced Resolution

QK I Cancel
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The conflictresolution types thatare currently available are listed as follows:

Last Modified
Time Wins

A file's modification time will be used to designate aninstance as a
resolution candidate. The later the modification time, the greater the
likelihood for a file's selection.

Options:
Truncate milliseconds: When comparing the time stamps of a file on

two or more hosts, truncate the millisecond value from each time stamp.

None (Manual
Resolution)

When selected, any file conflicts that are encountered during the initial
synchronization process will resultin quarantines thatare added to the File
Conflict List. These file conflicts mustbe resolved manually by selecting
the host with the correct version of the file from the conflict list.

All the types listed above have the potential for producing multiple resolution candidates. A
collaboration session can be configured with any one of the available conflictresolvers. Ifa
resolver produces more than one candidate fora conflicted file, a winner will be selected

arbitrarily.

Advanced Conflict Resolution options are listas follows:

Quarantine
Offline Version
Conflicts

Enable this option if you want PeerLink to quarantine a file thatwas
updated in two or more locations while the collaboration session was not
running.

Offline Folder
Rename
Detection

If this option is enabled, and itcan be determined thata folder has been
renamed ormoved to anotherlocation since the session was stopped,
then the folder will be renamed or moved on all other hosts.

Offline Delete
Detection
During Scan

If this option is enabled and target protection is enabled, and itcan be
determined thata file or folder has been deleted since the session was
stopped, then the file or folder will be deleted from all hosts. If this option is
notenabled then the deleted file or folder will be brought back to any host
where itwas removed.

Delete
Detection
Master Host
(optional)

Only available when Allow Delete Detection During Scan is enabled.
Ifenabled and a Master Hostis specified, thenif a file or folder was
deleted while the job was stopped from a host other than the Master Host,
the deleted file or folder will be brought back to any host where itwas
removed from. However, if a file or folder was deleted from the master host
and the file or folder existed on the master host the lasttime the job was
running, then the file orfolder will be deleted from all other hosts regardless
of the currentlast modification times.

Once all File Conflict Resolvers are selected and setto yourliking, you can either save the
configuration and exitthe dialog, or you can continue with the configuration process by going to
Step 5 -Delta Compression.
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Step 5 - Delta Compression

Delta Compression configuration is available by selecting Delta Compression from the tree
node within the File Collaboration Configuration dialog.

Overview

Delta Compression is a byte replication technology thatenables block/byte level synchronization
for a file collaboration job. Through the use of this feature, PeerLink will be able to transmit only the
bytes/blocks of a file that have changed instead of transferring the entire file. This results in much
lower network bandwidth utilization which can be an enormous benefitif you are transferring files
across a slow WAN or VPN, as well as across a high volume LAN.

Configuration
Delta Compression is enabled on a perfile collaboration job basis and generally affects all files

in the Watch Set. You will only benefitfrom delta compression for files that do notchange much
between file modifications, which includes mostdocument editing programs.

'= File Collaboration Configuration _l_l- m| 5'

-~ Participants Delta Compression

- General

- File Filters

- Conflict Resolution Enable Block/Byte Synchronization: v

- Delta Compression Disable on Session Startup: [

- File Metadata ; = —

File Locking Chedksum Transfer Size (KB): I =

-~ Logging and Alerts Delta Block Transfer Size {KE): I 256 ﬁ

- Target Protection

- Email Alerts Minimum File Size (KB): | 100 —

- SMMP Motifications =
Minimum File Size Percentage Target/Source: I 0.30 j

~Exduded File Extensions

rExduded File Mame Wildcard Patterns ——

Add Remove |

Add Remove |

oK I Cancel

Below s a list of configuration items and their descriptions:
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Enable Block/
Byte
Synchronization

Enables delta encoded file transfers which only sends the file blocks that
are differentbetween source and target(s). If this is disabled, the standard
file copy method will be used to synchronize files.

Disable on
Session Startup

Disables delta compression during file collaboration session startup
where the state of all hosts and files is notknown. If enabled, delta
encoding would need to be performed between source and each target
separately since the state of any files is not known.

Checksum
Transfer Size
(KB)

The block size in kilobytes used to transfer checksums from target to
source atone time. Larger sizes will resultin faster checksum transfer, but
will consume more memory on the Agents.

Delta Block
Transfer Size
(KB)

The block size in kilobytes used to transfer delta encoded data from
targetto source atone time. Larger sizes will resultin faster overall file
transfers, but will consume more memory on the Agents.

Minimum File
Size (KB)

Minimum size offiles in kilobytes to perform delta encoding for. If a file is
less than this size then delta encoding will not be performed.

Minimum File
Size Percentage

The minimum allowed file size difference between source and target, as a
percentage, to perform delta encoding. If the targetfile size is less than
this percentage of the source file size then delta encoding will notbe

Target/Source
9 . performed.

Listof comma separated wildcard patterns of file extensions to be
Excluded File excluded from delta encoding, e.g. zip,jpg,png. In general, compressed
Extensions files should be excluded from delta encoding and the most popular

compressed file formats are excluded by default.

A list of file name wildcard patterns to exclude from delta encoding. If a
Excluded File filename matches any wild card pattern in this list then it will be excluded
Name Wildcard |from delta encoding transfers and a regular file transfer will be performed.
Patterns See the File Filter wildcard expressions section for more information on

specifying wildcard expressions.

Once all Delta Compression settings are set, you can either save the configuration and exit the
dialog, or you can continue with the configuration process by going to Step 6 - File Metadata.

Step 6 - File Metadata

File Metadata configuration is available by selecting File Metadata from the tree node within the
File Collaboration Configuration dialog.

Overview

File Metadata is additional information stored as partof the file. The main component of File
Metadata is Security Descriptor Information, comprised of attributes such as DACLs, SACLs,
Owner, Group, ACLs, efc.

By default, enabling real time file metadata synchronization will cause any real-time modifications
of metadata to be synchronized with all other target hosts. This alone, however, will notenable
synchronizing file metadata during the initial synchronization process. In order to enable file
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metadata synchronization during the initial synchronization process, you mustenable this option
and selecta MASTER hostto use as the conflict winner.

File Metadata Conflict Resolution

File Metadata Conflict Resolution will only occur the firsttime a file is synchronized during the initial
scan, and only when one or more security descriptors do not match the designated master host. If
the file does notexiston the designated master host, then no conflict resolution will be performed.
Ifa master hostis not selected, then no file metadata synchronization will be performed during the

initial scan.

Configuration

The following screen presents available File Metadata configuration options:

& File Collaboration Configuration

Participants
General

File: Filters

Conflict Resolution
Delta Compression

Logging and Alerts
Target Prokection
Email Alerts

- SHMP Motifications

=] B3
File Metadata

—Synchronize Security Descriptors (ACLs)
™ Enable synchronizing NTFS security descriptors (ACLS) in real-time.
™ Enable synchronizing NTFS security descriptors (ACLs) with master host during initial scan

¥ Enable prevention of corrupt or blank Owner or DACLS on source of master host from being applied to ary target host,

Synchronize Security Descriptar Options
V| Dol Discretionary Access Contral List
™| owner

= | sel: Swstem Brcess Contral List

i~ File Metadata Corflict Resalution

File metadata conflict resolution will only occur the First tme a file is synchranized during theinitial scam, and only when onear more
security descriptors and/or file attributes do ot match the designated master host, If the file does not exist an the designated master;
fost, them no conflict resalution will b2 perfarmed. If a master host is not selected, them no file metadata synchronization will b2
performed during theinitial scan, Select a host below bouse a5 the master For resolving)file metadata canflicts,

IMaster Host: I j

[8]4 I Cancel

Below s a list of file metadata options along with their descriptions:

Enable
synchronizing
NTFS security
descriptors
(ACLs) in real-
time

Ifenabled, changes to the configured security descriptor component (e.g.
DACL, SACL, Owner, etc.) will be transferred to the target hostfile(s) as
they occur.
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Enable
synchronizing
NTFS security
descriptors
(ACLs) during
initial scan

Ifenabled, changes to the configured security descriptorcomponent (e.g.
DACL, SACL, Owner, etc.) will be synchronized during the initial scan (ifa
Master Hostis selected).

Enable
prevention of
corruptor blank
Owner or DACLs

Ifenabled, then corruptor blank Owner or DACLs on source or master
host will notbe applied on any target hostfile.

Synchronize
Security
Descriptor
Options

You can select which security descriptor components are synchronized.
Choices are DACL, SACL and Owner. In general, you will usually only
need to synchronize DACLs. [fyou need to synchronize SACLs or Owner,
then the userthata PeerlLink Agentservice is run underon each
participating host musthave permission to read and write SACLs and
Owner.

Master Host

The master hostto use for conflict resolution during the initial
synchronization process.

Once all File Metadata settings are set, you can either save the configuration and exit the dialog,
oryou can continue with the configuration process by going to Step 7 - Logging & Alerts.

Step 7 - File Locking

The File Locking settings page contains miscellaneous configuration items pertaining to a how
source and targetfiles are locked by PeerLink, and is available by selecting File Locking from
the tree node within the File Collaboration Configuration dialog.
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Dl DO Fd THO DI |_ J.J- D ﬂ
- Partipants File Locking
- General
- File Filters
Locking Opti
- Conflict Resolution ockng .p ans .
- Delta Compression Allow Write Access During Sync.: [
- File Metadata
F:I: Loeddnga  Source Snapshot Synchronization
- Logging and Alerts Enable Source Snapshot Sync.: v
- Target Protection Snapshot File Extensions: I mdb, accdb, zip, dat,psd,ai,indd
- Email Alerts - —
. SMMP Motifications Max File Size (ME): I 512 =

OK. I Cancel

Below are a listof general fields and their descriptions:

Allow Write Access Ifenabled, users will be allowed write access to source files thatare
During Sync. currently being synchronized. If not checked, then users will be
denied write access to source files during synchronization, but will be
able to openthem inread-only mode.

Enable Source Ifenabled, a snapshot copy of the source file will be created for files
Snapshot Sync. that meet the snapshot configuration criteria below, and this copy will
be used for synchronization purposes. In addition, no file handle will
be held on the source file exceptwhile making a copy of the file.

Snapshot File A comma separated list of file extensions for which source snapshot
Extensions synchronization will be utilized.

The maximum file size for which source snapshot synchronization will

Max File Size (MB) | ° &% |

Step 8 - Logging and Alerts
File Event Logging
Various types offile collaboration events can be written to a log file and to the EventlLog tab

located within the File Collaboration Runtime View for the selected file collaboration job. Each job
will log to the fc_event.log file located in the 'Hub\logs' subdirectory within the PeerLink Hub
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installation directory. All log files are stored in a tab delimited formatthat can easily be read by
Microsoft Excel or other Database applications.

Log Entry Severity Levels

Informational

Informational log entry, e.g. File was opened.

Some sortof warning occurred thatdid not produce an error, butwas

Warnin . L
arning unexpected or may need furtherinvestigation.
Error An error occurred performing some type offile activity.
Fatal A fatal error occurred that caused a hostto be taken out of the session, a

file to be quarantined, ora session to become invalid.

Configuration

By default, all file collaboration activity is logged for all severity levels. You can enable ordisable
file eventlogging as well as selectthe level of granularity on whatto log through the Logging

and Alerts page, available by selecting Logging and Alerts from the tree node within the File
Collaboration Configuration dialog.

& File Collaboration Configura o] x|
- Participants Logging and Alerts
- General
- File Filters
- Conflict Resolution Enabled: ¥
- Delta Compression -
Severity: [Al b
- File Metadata I J
- File Locking —Event Types
- Logging and Alerts |v File Cpen ¥ File Add ¥ File Rename
- Target Protection . - " :
. Email Alerts v File Lock W File Modify ¥ Attribute Change
. SNMP Notifications ¥ File Close ¥ File Delete W Security (ACL) Change
|_ Directory Scan
—Alerts
Severity: IWAF‘.NING "l
Ok I Cancel

Below s a listoflogging fields and their descriptions:
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Enabled

Checking this option will enable file eventlogging based on the other settings.
Un-checking this option will completely disable all logging.

Severity

Determines what severity levels will be logged. There are two options:

¢ All (Informational, Warnings, Error, Fatal)
e Errors and Warnings (Warnings, Error, Fatal)

Event Types

If checked, the corresponding eventtype will be logged.

File Open A file was opened by a remote application on a Source Host.

File Lock A file lock was acquired ona TargetHost by the file collaboration job.
File Close A file was closed.

File Add A file was added to the Watch Set.

File Modify A file was modified in the Watch Set.

File Delete A file was deleted.

File Rename

A file was renamed.

Atinibuite A file attribute was changed.
Change
Security
(ACL) The security descriptor of a file or folder was changed.
Change
Directory Indicates when a directory was scanned as a result of the initial
Scan synchronization process.
Alerts

Configured in the screen shown above, various types of alerts will be logged to a log file and to
the Alerts table located within the File Collaboration Runtime View for the selected job. Each file
collaboration job will log to the fc_alert.log file located in the 'Hub\logs' subdirectory within the
PeerLink Hub installation directory. All log files are stored in a tab delimited formatthatcan easily
be read by Microsoft Excel or other database applications.

The defaultlog level is WARNING which will show any warning or error alerts that occur during a
running session. Depending on the severity of the aler, the session may need to be restarted.

Once all Logging and Alerts settings are set, you can either save the configuration and exit the
dialog, or you can continue with the configuration process by going to Step 8 - Target Protection.

Step 9 - Target Protection

Target Protection is used to protectfiles on target hosts by saving a backup copy before a file is
either deleted or overwritten on the target host. If enabled, then whenever a file is deleted or
modified on the source host, butbefore the changes are propagated to the targets, a copy ofthe
existing file on the targetis moved to the PeerLink trash bin.
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The trash binis located in a hidden foldernamed .pc-trash_bin found in the rootdirectory of the
Watch Set of the target host. A backup file is placed in the same directory hierarchy location as
the source folder in the Watch Set within the recycle bin folder. If you need to restore a previous
version of a file then you can copy the file from the recycle bin into the corresponding location in
the Watch Setand the changes will be propagated to all other collaboration hosts.

Target Protection configuration is available by selecting Target Protection from the tree node
within the File Collaboration Configuration dialog.

I File Collaboration Co

- Partidpants

- @eneral

- File Filters

- Conflict Resolution
- Delta Compression
- File Metadata

- File Lodking

- Logging and Alerts
- Target Protection
- Email Alerts

- 5MMP Motifications

_ (O x|
Target Protection
Enabled: I
# of Backup Files to Keep: I 3 ﬁ

Trash Bin: | e

Ok I Cancel

Below are a listof general fields and their descriptions:

Enabled

Enables target protection.

# of Backup
Files to keep

The maximum number of backup copies of an individual file to keep in the
trash bin before purging the oldest copy.

Trash Bin

The trash bin folder name located in the root directory of the Watch Set.
This is a hidden folder and the name cannotbe changed by the end-user.

Once all Target Protection settings are set, you can either save the configuration and exit the
dialog, or you can continue with the configuration process by going to Step 9 - Email and SNMP

Alerts.
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Step 10 - Email Alerts and SNMP Notifications

Email Alerts

Email Alerts configuration is available by selecting Email Alerts from the tree node within the
File Collaboration Configuration dialog.

Email Alerts are configured ata global level, then applied to individual file collaboration jobs. The
following screen shows how this is accomplished.

f= File Collaboration Configuration [_ (O] |
- Participants Email Alerts

General

File: Filters

Conflict Resalution
Delta Compression
File Metadata
Logging and Alerts —Selected Email Alert Information
Target Prokection

Edit Collaboration Email Alerts

Email Alert Configuration: |Collaboration Email Alerts j

Email Alert Configuration Name:
Collaboration Email Alerts

Selected Alerts:
Session Abort, File Quarantined, Host Timeout, Scan Errar

Recipients:
admin@peersoftware, com

oK I Cancel |

To enable Email Alerts for this particular job, selectan Email Alert Configuration from the drop
down list. To disable, selectNone - Disabled. To editthe listofavailable configurations, select
Edit Collaboration Email Alerts.

SNMP Notifications

SNMP Notification configuration is available by selecting SNMP Notifications from the tree
node within the File Collaboration Configuration dialog.

SNMP Notifications, like Email Alerts, are also configured ata global level, then applied to
individual jobs. The following screen shows how this is accomplished:
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& File Collaboration Configuration =1 B3
Participants SNMP Notifications

General

File: Filters

Conflict Resolution
Delta Compression SNMP Motification Configuration: |Collaboration SNMP Motifications =l
File: Metadata
Logging and Alerts [ Selected SMMP Motification Information
Target Pratection SNMP Configuration Name:

Email Alerts Collaboration SMMP Maotifications

5 Matifications

Edit SMMP Motification Confiqurations

SNMP Destination:
255.255.255.255

SNMP Pork:
162

SNMP Trap Prefis:
1.3.6.1.4.1.733

Selected Notifications:
Session Started, Session Stopped, Session Aborted, File Quarantined, Host Timeout, Scan Error

[8]4 I Cancel |

To enable SNMP Notifications for this particular job, selectan SNMP Notification Configuration
from the drop down list. To disable, selectNone - Disabled. To editthe listofavailable
configurations, select Edit SNMP Notification Configurations.

Once all Email Alertand SNMP Notification settings are set, you have completed the configuration
process and can now save the configuration.

Step 11 - Save Settings

Once you have finished configuring the file collaboration job, you will need to save the changes
by pressing the OK button at the bottom of the configuration window.

After saving the configuration, the job will be displayed in the Job View in the top left panel of the
PeerLink Hub. You will also be able to open the job in a tab of the File Collaboration Runtime View
as shown below:

Copyright (c) 1993-2012 Peer Software, Inc. All Rights Reserved



PeerLink Help 56

& Peer File Collaboration Enterprise Version 2.1.1 Build Id: 1001 (Client Mode) =] |
File Window Help

Ici- | & @ &

¥ Jobs Q2 £ ¥ = O|[4 Collaboration Summary (ﬁ Document Collaboration &2 =0
[tvoe fiter e Summary | Sessin | Event Log | Fle Conficts (0| 8 Alerts (3) | Participents (2) | Configuration
:ﬁ File Collaboration (2)
@ Document Collaboration Summary View (real-time updates enabled)
@ Spreadsheet Collaboration Description | Active | Total |
Session Status Stooped
Files o
Directories o
Total Size 0bytes
Collaboration Status
Open Files a 1]
Real-tme Events 1} 2}
File Conflicts 1} 2}
Synchronization Status
Bytes Transferred 0bytes Obytes
Files Updated i ]
Files Added 0 1}
Files Deleted o o
Files Renamed 0 0
TR S Files Metadata Updated a 1]
I;_JE filter text Background Sync. Status Stopped
5 Agents | = | Avg I Queued Files ] o
= Queued Bytes 0 bytes 0bytes
A8 o055y (EErCied]) ° File Metadata Conflicts 0 0
B Win20035rv2 (Connected) ]

Q stews: Falted.

b Alerts | I Job Alerts 52 =0

0 errors, 0 warnings, 0 others | Filterby : Host: | Name: severity: | ] e |

Date | Severity | Type | Mame Host |

You are now ready to startthe job. See Running and Managing a File Collaboration Job for more
information.

Running and Managing a File Collaboration Job

The topics in this section provide some basic information about starting, stopping and managing
File Collaboration Jobs.

Overview

File Collaboration Jobs are manually started and stopped in three ways: by right-clicking on one
or more jobs in the Jobs View, by right-clicking on one or more jobs in the Collaboration Summary
View, or by opening a specific job and pressing the Start/Stop button atthe bottom ofthe job's tab
(shown below).
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& Peerlink v2.1.3 build 1016 (Client Mode) [_[O0]
Fle - Search Run Window Help
e E-HEed [ me V- Q-
O ® € ¥ = B[4 colaboration Summary | Document Collaboration &3 =B
|‘ pe fiter t Summary SEsslUn‘EvEntLug‘F\\E Conflicts (0) | Alerts [U)|Pamupams 2) Cunﬁguranun\
=] ﬁ File Collaboration Job (2)
‘@ Document Collaboration Summary View (real-time updates enabled)
@ Sspreadsheet Collaboration Description | Active | Total |
Session Status Stopped
Files 0
Directories 0
Total Size 0bytes
Collaboration Status
Open Files 0 0
Real-time Events 0 i
File Conflicts 0 0
Synchronization Status
Bytes Transferred 0bytes Obytes
Files Updated 0 i
Files Added 0 0
Files Deleted 0 0
Files Renamed 0 0
= File Metadata Updates 0 0
& Agent Summary B
[tvpe fiter text Background Sync. Status Stopped
Queued Files 0 0
CEen - _ Loz Queved Bytes 0 bytes 0bytes
035rv1 (Connected) File Metadata Conflicts o o
035rv2 (Connected)
) status: Stopped
@ Aerts 32 =0
0 errors, 0 warnings, 0 others | Fiterby: Host: | Severity: | | Tvpe: | | Clear Alerts
Received Date Severi T | Mame | Host | Message
1 [E— | Al | |

The File Collaboration Runtime View is located in the large center section of the PeerLink Hub ltis
comprised of various tabs (or editors) representing individual file collaboration jobs and/or cross-
job summary information. The tabs representing individual jobs consist of the following

components:

Runtime
View Sub
Tabs

These tabs allow you to select from the various job-specific views. These views
include:

e Summary (or Status) View - Shows overall statistics for the file collaboration

job. The illustration above is displaying the Summary View.

Session View - Shows active open files and files thatare currently in transit
between participating hosts.

EventLog View - Shows a list of all runtime activity that has occurred within the
selected file collaboration job.

File Conflicts View - Shows a list of all files that are quarantined for the session
or are in conflict between two or more participating hosts.

Alerts View - Shows a listof all Job Alerts specifically tied to the selected job.
Participants View - Shows a list of all hosts participating in the file
collaboration job.

Configuration View - Shows a summary of all configurable options for the
selected job.

Job Start/

The button allows you to startand stop the File Collaboration file collaboration

Stop

job.
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Job Status

Display Displays status related messages when the job is running.

Starting and Stopping
Starting a File Collaboration Job

Before you start a file collaboration job for the firsttime, you need to decide how you would like the
initial synchronization to be performed. There are two main options:

1. Have the file collaboration job perform the initial synchronization based on the configured File
Conflict Resolver strategy.

2. Pre-seed all participating hosts with the correctfolder and file hierarchy for the configured Root
Folders before starting the session.

Ifyou have a large data set, we strongly recommend thatyou perform the initial synchronization
manually by copying the data from a host with the most current copy to all other participating hosts.
This will only need to be done the firsttime that you run the file collaboration job.

If you choose Option 1, simply press the Start button to begin collaboration session initialization.
Otherwise, pre-seed each participating host with the necessary data, then press the Start button.
Initialization Process

The initialization process consists of the following steps:

1. All participating hosts are contacted to make sure they are online and properly configured.

2. Realtime eventdetectionis initialized on all participating hosts where file locks and changes
will be propagated in real-time to all participating hosts. You can view real-time activity and
history via the various Runtime Views for the open job.

3. The initial synchronization process is started, all of the configured Root Folders on the

participating hosts are scanned in the background, and a listing of all folders and files are sent
back to the running job.

4. The background directory scan results are analyzed and directory structures compared to see
which files are missing from which hosts. In addition, file conflictresolution is performed to
decide which copy to use as the master for any detected file conflicts based on the configured
File Conflict Resolver settings.

5. Afterthe analysis is performed, all files that need to be synchronized are copied to the pertinent
host(s).
Stopping a File Collaboration Job

You can stop a file collaboration job atany time by pressing the Stop button. Doing this will
shutdown the real-time file eventdetection and close all running operations (eg. file transfers, etc.).
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Collaboration Summary View

The Collaboration Summary View is a view thataggregates critical status and statistical
information from all configured File Collaboration Jobs in a single table view. Itis automatically
displayed when the PeerLink Hub clientis started and can be opened atany othertime by
double-clicking on the File Collaboration parenttree node in the Jobs View or by clicking on
the View Runtime Summary icon in the toolbar of the Jobs View. Information in this view can be
sorted and filtered. Operations such as starting, stopping, and editing multiple job atonce are
available, in addition to the ability to clear Job Alerts and purge file conflicts from stopped jobs.

ﬁ Collaboration Summary 3 ﬁ Documents Collaboration 1 =0
rRuntime Summary View (auto-update enabled)
Filter by: I_ 'I | Actions Enable Auto-Update | Refresh I 10 _Ij seconds
Mame | COwerall Status | Failed ... | Conflicts I Errors I Warnings I Open F... | Pendin... | Scan Status | Elapse... |
Documents Collabor.,. @  Collaborating a 0 0 0 0 bytes Completed - 00:00:10  00:03:52
Spreadsheet Collab,.. ‘@  Stopped i} 0 0 0 0 bytes Stopped 00:00:00

Unlike other views within the PeerLink Hub, the Collaboration Summary View is notupdated in
real-time. This is done for performance reasons. Instead, the table can be setto automatically
update itselfevery few seconds. Checking Enable Auto-Update will enable this functionality,
while the refreshinterval (in seconds) can be setrightbeside the checkbox. Additional columns
canbe added to and removed from the table from the right-click context menu.

Double-clicking on any item in the table will automatically open the selected File Collaboration
Job in a tab within the File Collaboration Runtime View, allowing you to drill down and view
specific information about that single job. ltems in the summary table can be filtered by job name,
running status, and host participant name.

Selecting one or more items in the table, then right-clicking will bring up a context menu of
available actions thatcan be performed on the selected jobs. The actions thatare unique to this
table are as follows:

Purge All Purges all file conflicts from the selected jobs. This can only be performed on
Conflicts jobs thatare notrunning.
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Clear Alerts

Clears all alerts for the selected jobs. This can be performed while a job is
running.

Clicking on the Actions table menu provides the following options:

Refresh View

Refresh all information provided in the table.

Copy All
Filtered
Statistics

Copy detailed information to the system clipboard for all items current
displayed in the table, taking any filters into account. This information can then
be pasted into a document editor.

Export Entire
Table to File

Dump the entire contents of the table to a textfile thatcan be viewed in any
document editor.

Multi-Job Edit Support

The Peerlink Hub supports Multi-Job Editing, allowing you to quickly and effectively manipulate
multiple File Collaboration Jobs atonce. Forexample, you can use this feature to change a single

configuration item such as Auto Start forany number ofalready configured jobs in one operation
instead of having to change the item individually on each. While this feature does cover most of
the options available on a per-job basis, certain options are unavailable in multi-job editmode,
specifically ones tied to participants. Please see the section on Creating a File Collaboration Job
for more details on specific configuration items.

For the mostpart, the original configuration dialog remains the same with a few minor differences
depending on similarities between the selected file collaboration jobs. A sample dialog is as

follows:
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'|'= File Collaboration Configurations - Multiple Selected o m]

General

- File Filters

- Delta Compression Application 1D: | MULTIPLE SELECTED

- File Metadata ; o —

. Logging and Alerts Transfer Block Size (KB): I =

.. Target Protection Verify Checksum: v

- Email Alerts Session Threads: I 10 j

- SNMP Motifications —
File Copy Threads: I 3 =
Background Sync. Threads: I 8 ﬁ
Timeout (Seconds): I Multiple Values - Click to Edit
Scan Delay (Seconds): | Multiple Values - Click to Edit

Allowe Write Access During Sync.: [

Allow Deletes During Scan: I Multiple Values - Click to Edit
Require All Hosts At Start: I Multiple Values - Click to Edit
Auto Start: I

0] 4 I Cancel

In this dialog, any discrepancies between multiple selected file collaboration jobs will generally
be illustrated by a read-only text field with the caption, "Multiple Values - Click to Edit". Clicking on
this field will bring up a dialog similar to the following:

& Timeout (Seconds) x|
—Select a value to apply to all selected sessions:

¥ 150 (from: Spreadsheet Collaboration)
" 180 (from: Documents Collaboration)

™ Use a different value:

| 180

Lk

QK Cancel

This dialog gives you the option of choosing a value thatis already used by one or more
selected file collaboration jobs, in addition to the ability to use your own value. Please note that
variances in the look and feel of this popup dialog above depend on the type of information itis
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trying to represent (forexample, textvs. a checkboxvs. a listof items).

Upon pressing OK, the read-only textfield you originally clicked on will be updated to reflectthe
new value. Any fields thathave changed will be marked by a small caution sign. On saving this
multi-job editdialog, the changed values will be applied to all selected jobs.

PLEASE NOTE:Read allinformation on each configuration page carefully when using the multi-
job editdialog. A few screens operate in a slightly different manner then mentioned above. All of
the necessary information is provided atthe top ofthese screens inbold writing.

Host Connectivity Issues

Unavailable Hosts

PeerLink is designed to be run in an environment where all participating hosts are highly available
and on highly available networks.

Ifa hostbecomes unavailable while a File Collaboration Job is running, and is unreachable within
the configured timeout period (specified within the job's General Settings), itmay be removed from
collaboration. If no response is received while performing a file collaboration operation within the
timeout period then the hostwill be pinged, and if still no response, the host will be taken out of the
running session, a FATAL eventwill be logged, and the Participants View for the job will be
updated to indicate thatthe host has failed. In addition, if Email Alerts and/or SNMP Notifications
are configured and enabled forHost Timeouts, then the appropriate message(s) will be sent.

If auto-restart support (see below) is notenabled, you will need to Stop and Start the file
collaboration job in order to bring any failed hosts back into the session. As a result, all Root
Folders on all hosts will need to be scanned again to detectany inconsistencies. Therefore, if you
are operating overa WAN with low bandwidth you will want to set the timeoutto a higher value on
eachrelated job.

Quorum

Inorder for a File Collaboration Job to run correctly, a quorum of available hosts mustbe met.
Quorum is currently setto atleast2 hosts, and if quorum is not metthen the collaboration session
will automatically be terminated. If Email Alerts and/or SNMP Notifications are configured and
enabled forSession Aborts, then the appropriate message(s) will be sent.

Auto-Restart

PeerLink includes support for automatically restarting file collaboration jobs thatinclude
participating hosts thathave been disconnected, and have reconnected and are once again
available. After a hostbecomes unavailable and quorum is loston a running file collaboration job,
the job will automatically stop running and enter a pending state, waiting for one or more hosts to
become available again so that quorum can be met. Once quorum is met, the pending job will
automatically be restarted, beginning with a scan ofall RootFolders. Ina job where a host
becomes unavailable but quorum is notlost, the remaining hosts will continue collaborating. If the
unavailable hostbecomes available once again, it will be brought back into the running job and a
background scan will begin on all participating hosts, similar in fashion to the initial background
scan atthe startofa job.
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Configuration

This functionality is enabled on a global level for all file collaboration jobs and is configured by
clicking on the Wind ow menu within the PeerLink Hub, then selecting Preferences. Within the
opening dialog, selectFile Collaboration in the tree on the left. The following screen will be

displayed:

fﬂ Preferences

Itype filter text

- Email Alerts

Ewent Detection

- File: Filkers

E -Locking

- SMMP Motifications

i+ SCan Manager

fPolicy Configurations
[+ General Configuration

- Licensing

- SMTP Email Configuration

=
File Collaboration 4=l - v
Max Path Length: | 512 ﬁ
Host Conneckivity
Auto Restart Job when Host Available: ¥
Minimum Host Reconneck Time (in minukes): I 1 ﬁ

ok I Cancel

Host Connectivity options are as follows:

Auto Restart Job
when Host Available

If checked, auto-restart functionality will be enabled for all running file
collaboration jobs.

Minimum Host
Reconnect Time (in
minutes)

The minimum time in minutes a host must be reconnected before
reestablishing the host within any relevantfile collaboration jobs.

Disabling auto-restarton a per-job and hostinstance is performed within the Participant View for
the desired file collaboration job. For more information on managing and disabling auto-restart at
the job level, please see the section on the Participant View.

Runtime Job Views

Each file collaboration job has seven primary Runtime Views used for viewing a combination of
real-time file /O activity, history, and configuration. These views also provide the ability to
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manage specific collaboration runtime functionality.

The seven views are as follows:

Summary View
Session View

EventLog View
File Conflicts
Alerts View
Participants View

Configuration

1. Summary View

The Summary View allows you to view currentand cumulative file collaboration and
synchronization statistics, as well background synchronization status.

Summary | Session | Event Log | File Conflicts (1) | Alerts {0) | Participants (2 ) | Configuration |

Summary View (real-time updates enabled)

Description I Active I Total
Session Status Collaborating Started: 8/19/11 4:46 PM
Files a
Directories 0
Total Size 0 bytes
Collaboration Status
Open Files 0 0
Real-time Events a a
File Conflicts 0 0

Synchronization Status

Bytes Transferred 0 bytes 0 bytes
Files Updated 0 0
Files Added 0 0
Files Deleted 0 0
Files Renamed a a
Files Metadata Updated [u} i}
Background Sync. Status Completed 10 seconds
Queued Files 0 0
Queued Bytes 0 bytes 0 bytes
File Metadata Conflicts a a

The Session Summary View is made up of the following sections:
Session Status

This section displays current statistics for all files/folders contained in the running file collaboration

job.
1 Current number of files in the running file collaboration job. Files that
Files . . . - L
are excluded by filtration will not be included in this statistic.
Directories Current numbgrofsubfolders under the Watch Sets of the running file
collaboration job.
Total Size Cumulative number of bytes of all files in the running file collaboration
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job.

Start Time

The date and time of the last start of the file collaboration job, manual
or automatic.

Collaboration Status

Open Files (Active)

Displays the number of files that are currently being collaborated on,
where a user has a file open on the source hostand the system is
holding locks on all target hosts.

Open Files (Total)

Displays the total number offiles thathave been opened since the
session was started, where locks were propagated to target hosts.

Real-Time Events
(Active)

Displays the current number of real-time file events thatare pending
action.

Real-Time Events
(Total)

Displays the total number of realtime eventreceived since the running
file collaboration job was started.

File Conflicts
(Active)

Displays the current number offiles thatare in some type of conflicted
state.

File Conflicts
(Total)

Displays the total number of file conflicts (including pending initial
synchronization) that have occurred since the running file collaboration
job was started.

Synchronization Status

This section displays currentand cumulative statistics for all files thathave been added,
removed, renamed or modified since the running file collaboration job was started.

Bytes Transferred
(Active)

Total number of bytes currently being transferred to target hosts by the
running file collaboration job.

Bytes Transferred
(Total)

Total number of bytes that have be transferred to target hosts since the
file collaboration job was started. If delta compression is enabled then
the total delta encoding savings will also be displayed as percentage
along with the actual cumulative size of the source files.

Forexample a value of 3.9MB -->Delta Savings 47.75% (7.6MB)
should be interrupted as a total of 3.9MB were transferred
corresponding to the actual total source size of 7.6MB for a savings of
47.75% or 3.7MB.

Keep in mind that the delta savings also averages in files where delta
encoding may nothave been used.

Files Updated
(Active)

Total number offiles currently being updated or thatare scheduled to
be updated.

Files Updated
(Total)

Total number offiles that have been modified since the file
collaboration job was started.
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Files Added
(Active)

Total number of files currently being added to the session orthatare
scheduled to be added.

Files Added (Total)

Total number of files that have been added since the file collaboration
job was started.

Files Deleted
(Active)

Total number offiles currently being deleted or that are scheduled to
be deleted.

Files Deleted
(Total)

Total number offiles thathave been deleted since the file
collaboration job was started.

Files Renamed
(Active)

Total number of files currently being renamed or thatare scheduled to
be renamed.

Files Renamed
(Total)

Total number of files that have been renamed since the file
collaboration job was started.

File Metadata
Updates (Active)

Total number of files pending file metadata (file attributes and security
descriptor) updates.

File Metadata
Updates (Total)

Total number of file metadata (file attributes and security descriptor)
changes that have occurred since the file collaboration job was
started.

Background Synchronization Status

This section displays overall status of the initial synchronization process performed at the start of
the session, as well as currentand cumulative statistics for files that needed to be synchronized.

Background Sync.
Status

Textlabel indicating the current status of the initial synchronization
process. Valid values are:

e Stopped: Sessionis stopped.

e Completed: Initial scan and synchronization processes have
completed.

e Synchronizing Files: Background scan and initial synchronization
processes are currently running.

e When the status is Synchronizing Files, the Total column will
display the directory thatis currently being synchronized.

Queued Files
(Active)

Total number offiles currently being synchronized or thatare
scheduled to be synchronized.

Queued Files
(Total)

Total number of files thathave been synchronized by the sessionas a
result of the initial synchronization process.

Queued Bytes
(Active)

Total number of bytes currently being synchronized or thatare
scheduled to be synchronized by the initial synchronization process.

Queued Bytes
(Total)

Total number of bytes thathave been synchronized by the session as
a result of the initial synchronization process.

File Metadata
Conflicts (Active)

Total number of file metadata conflicts thatare currently being acted on
as a result of the initial synchronization process.
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File Metadata Total number of file metadata conflicts that were found as a result of the
Conflicts (Total) initial synchronization process.

2. Session View

The Session View allows you to view real-time file collaboration activity and the currentsession
status. You can see which files are currently open in the running session, as well as any file thatis
currently being synchronized between hosts.

Summary | Session | Event Log | File Conflicts {(0) | Alerts {0) | Participants (2 ) | Conﬁguraﬁon|

Session Status: Collaborating | Filter by Host: IW 'I Filter by: I j I Actions -
Open Files (1)
File Path = | Host | 1s source | User Name | Sync. status | Filesize | Last Modified | Date Opened | attri... |
= \Pocl.docx Win20035... true ADMINMIST... 12.3KB 08-19-2011 17:00:15  08-19-2011 17:05:40 A
Docl.docx Win20035... | false Session 12.3KB 08-19-2011 17:00:15  08-19-2011 17:05:40 A

The Session View is made up of the following components:

Textlabel indicating the current status of the session. Valid values are:

Stopped: Sessionis stopped.

Session Status e Starting: Session is starting up.

Collaborating: Real-time eventdetection is enabled and sessionis
collaborating.

e Stopping: Sessionis inthe process of stopping.

A table showing all currently open files on the source host, any internal
file locks being held by the running file collaboration job on the target
host(s), and file summary information. This table will also show all file
transfers currently in progress along with file summary information, status
Open Files Table | and overall progress. Clicking on any column headers will sort by that
columnin ascending ordescending order.

All items listed in this table are grouped by file path. Each associated
lock and/or transfer for each participating host will be available as a
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hidden child item of a root row. The rootrow represents the file on the
source host. Pressing the + nextto the root will show all associated file
transfers and/or locks.

A drop down list of participating hosts to filter on. Selecting a specific host

Host Filt
ostrier will filter the Open Files to just show files on that host.

A drop down list of additional filters thatcan be applied to the Open Files
Filter By Combo | table. including filtering by user name (associated with the opening,
adding, deleting, or modification of a file), and by file name.

Menu items include:

e Refresh View: Refresh the entire Open Files table to show the latest
list of file transfers and locks.

e Validate Session Locks: Clicking this link will perform validation of
alllocks in the session and will reportany potential issues. You should
perform this action if you believe a file is notopen in the session, but
the user interface indicates that the file is open, orvice-versa.

e File System Report: Generate a textfile listing all files and folders
being collaborating on within the running file collaboration job.

Actions Menu

3. Event Log View

The EventLog View allows you to view recentfile event history for the currently running file
collaboration job based on your Logging and Alerts settings. You can specify the maximum
number of events to store in the table by adjusting the Display Events spinnerlocated in the top
right corner of the panel. The maximum number of events that can be viewed is 3,000. Ifyou need
to view more events or events from a prior session, then you can use the log files saved in the
'Hub\logs' directory located in the installation directory. The eventlog files will start with fc_event.
log and are written in a tab delimited format. Microsoft Excel is a good tool to use to view and
analyze a log file. See the Logging and Alerts settings for more information aboutlog files.

You canclick onany column headerto sortby the column. For example, clicking on the File
column will sortby filename and you will be able to view all file events for that file in chronological
order. Warnings are highlighted in lightgray, Errors are highlighted in red and Fatal errors are
highlighted in orange. Error records will also contain an error message in the Message column.
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Summary |Session Event Log | File Conflicts (1) | Alerts {0) | Participants (2 ) | Conﬁguraﬁon|

—Event Log (real-time updates enabled)

& errors, 3 warnings, 25 others | Filter by Severity: IN 'I Filter by: I j | Actions ~ Display | 1500 =
Date | severity | Type | Host | 1s source | File | comments | Username | File size | -
08-19-2011 17:05:40  INFO File Lock Win20035rv2  false ‘Docl.docx Session 12.3KB
08-19-2011 17:05:40  INFO File Open Win20035rvl  true \Docl.docx ADMIMNISTR...  12.3KB
08-19-2011 17:05:32  INFO File Remove Co... | Win20035rvl  true \Docl.docx File Conflict Res...

08-19-2011 17:05:25  INFO File Close Win20035rv2  true \Docl.docx Session 12.3KB
08-19-2011 17:05:25  WAR! File Close Win20035rv1 | false \Docl.docx Session 12.3KB
08-19-2011 17:05:25 File Modify Win20035rvl | false \Docl.docx Session 12.3KB
08-19-2011 17:05:25 File Conflict Win20035rv2  false ‘Docl.docx File Quarantine... = Session 12.3KB
08-19-2011 17:05:25 File Madify Win20035rv2  false \Doc1.docx Session 12.3KB
08-19-2011 17:05:25 File Lock Win20035rv1 | false \Docl.docx Session 12.3KB
03-19-2011 17:05:25 File Add Win20035rv2  true \Docl.docx File Add Administrator | 12.3KB
08-19-2011 17:05:25 File Open Win20035rv2  true \Docl.docx Session 12.3KB
08-19-2011 17:04:55 File Close Win20035rv2 | false \Docl.docx ADMINISTR... 12.3KB |
08-19-2011 17:04:55 File Close Win20035rv1  true ‘Docl.docx ADMIMISTR... 12.3KB
08-19-2011 17:03:20 File Lock Win20035rv2 | false \Docl.docx Session 0.0 bytes
08-19-2011 17:03:20 File Open Win20035rvl | true \Docl.docx ADMINISTR... 12.3KB
03-19-2011 17:00:45 File Remove Co... | Win20035rvl | true \Docl.docx File Conflict Res...  Session 12.3KB
08-19-2011 17:00:49 File Close Win20035rvl  true \Docl.docx Session 12.3KB
08-19-2011 17:00:49 File Close Win20035rv2  false ‘Docl.docx Session 12.3KB
08-19-2011 17:00:49 File Synchroniz... = Win20035rv2 | false ‘Docl.docx File Conflict Res...  Session 12.3KB
08-19-2011 17:00:49 File Synchroniz... | Win2003Srv1 | false \Docl.docx File Conflict Res... | Session 12.3KB
03-19-2011 17:00:45 File Lock Win20035rv2 | false \Docl.docx File Conflict Res...  Session 0.0 bytes -
4| | Ll_l

Clicking on the Actions table menu provides the following options:

Refresh View

Refresh all information provided in the table. This can also be done from the
right-click context menu of the table.

Clear Events

Remove all items from the table. This can also be done from the right-click
context menu of the table.

4. File Conflict View

Introduction

Files conflicts ca

n occur for the following reasons:

1. Two or more users open a file atthe same time before all files can be locked down by the

running file collaboration job.

2. Afile is already opened by a user when a file collaboration job is started and the file size and
timestamp does not match the othertarget hosts.

3. Afile is already opened by two or more users when a file collaboration job is started.

4. A file was modified on two or more hosts between job restarts or network outages.

5. A general I/O failure occurs on the Source Host after the file has been modified, but before the
file is synchronized to all Target Hosts. In this case, the file will automatically be quarantined.

When a file conflictis detected, the file is placed in the File Conflictlist (shown below) with a
specific status which will determine how the conflictis resolved. The three possible file conflict
statuses along with their resolution strategies are as follows:
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Conflict Status Resolution Strategy

This status will be assigned to files thathave already been verified or
synchronized by the session via the initial synchronization process.
When all files in use are closed by users on the source hosts, the files
will be analyzed to determine if a file conflict has occurred as follows:

Pending Conflict ¢ Ifmore than one file has been modified then the file will be

Resolution quarantined by updating the file conflict status to quarantined.

¢ Ifonly one file as been modified then that file will be used as the
source, synchronized with all other participating hosts, and removed
from the File Conflict list

¢ Ifno files have been modified then no action will be taken and the file
will be removed from the File Conflict list

This status will be assigned to files thathave not been verified or
synchronized by session via the initial synchronization process. When
allfiles in use are closed by users on the source hosts, then standard
file conflict resolution will be performed based on the configured File
Conflict Resolvers. However, if the "Quarantine Offline Multi-Edits"
optionis enabled, then if a file is modified on 2 or more hosts while the
collaboration session is not running, and the last modified timestamps
are all newer then the lasttimestamp recorded by the collaboration
session, then the file will be quarantined.

Pending Initial
Synchronization

A file will be quarantined when a file conflict with "Pending Conflict
Resolution" status cannotbe resolved or a fatal I/O error occurs.
Quarantined files will need to be explicitly removed from the File
Conflict list.

Quarantined

When a file conflict occurs, the status will be setto Pending Conflict Resolution ifthe file has
already been verified or synchronized by the initial synchronization process, otherwise the file
conflict status will be setto Pending Initial Synchronization. Ifthe conflictis a result ofa fatal I/
O erroron the source then the file conflict status will be setto Quarantined.

NOTE: Ifa file collaboration job is stopped before a file conflict with a status of Pending
Conflict Resolution is resolved, then that file will automatically be quarantined the nexttime the
file collaboration job is started.

File Conflict and Quarantine Scenarios

A job is started and Initial Scan Logic is performed on a file

If file has never been synchronized by PeerLink and iffile sizes and last modified times do not
match on all collaboration hosts, oriffile does notexist on one or more hosts, then the file will be
synchronized based on the configured file conflict resolver, which is typically mostrecentlast
modified time. Files that have previously been synchronized by PeerLink where justa single file’s
last modified timestamp is newer than the lastrecorded timestamp, then thatfile will be
synchronized to all other hosts; however, iftwo or more files have a more recentlast modified
timestamp than was lastrecorded timestamp, then the file will be quarantined (this is the default
behaviorand can be disabled by de-selecting the File Conflict Resolvers "Quarantine Offline
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Version Conflicts” configuration option).

A single user has a file opened before starting a collaboration job

A file conflict will be created with a status of "Pending Initial Synchronization". Afterthe usercloses
the file, if all file sizes and timestamps match then the file conflictis removed and no
synchronization is performed. However, if any file last modified times or file sizes do not match,
the file will be synchronized or quarantined based on the configured file conflict resolution strategy
and according to the initial scan logic detailed above. Once the file is synchronized, the file conflict
will be removed.

Two ormore users have a file open before starting a collaboration job

A file conflict will be created with a status of "Pending Conflict Resolution". After the users close all
files the conflict will be removed if the last modified timestamp matches on all files, otherwise if the
file has never been synchronized by PeerLink then the file conflict will be updated to quarantined.
However, if the file has previously been synchronized by PeerLink, then the file will synchronized
orquarantined based on the configured file conflict resolution strategy and according to the initial
scan logic detailed above.

Two ormore users open a file atthe same time

In the rare situation when two users open a file atthe same time, orin-and-around the same time
and PeerLink is unable to obtain corresponding locks on target hosts before this happens (this is
dependenton WAN latency and other factors), then a file conflict will be created with a status of
"Pending Conflict Resolution". Afterall users close the files, file lock conflict resolution will be
performed as follows:

¢ [fallfiles last modified timestamps and file sizes match, then the file conflict will be removed.

¢ [fonly a single file has been modified, then the file that changed is synchronized or quarantined
based on the configured file conflictresolver and according to the initial scan logic detailed
above.

¢ [ftwo or more files have been modified since itwas opened, then the file conflict status will be
updated to quarantined.

Quarantined Files

Once a file is marked as Quarantined, the file will no longer participate in collaboration, and thus
changes to any version of the file will notbe propagated to other hosts. However, subsequentfile
activity on a quarantined file will be logged in the eventlog as a warning so you can determine
who modified the file while itwas quarantined. Quarantined files are saved to disk and will survive
sessionrestarts. The File Conflict listdisplays the time and date of the quarantine along with an
error message indicating the reason for the quarantine (see below). A Quarantined File eventis
also logged inthe EventLog and you can obtain a more detailed reason for the quarantine by
analyzing the Event Log file(s). In addition, if Email Alerts and/or SNMP Notifications are
configured and enabled for File Quarantines, then the appropriate message(s) will be sent.

Removing a file from Quarantine
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You must explicitly remove a file from quarantine in order to have it participate in the collaboration
session once again. To remove a file from quarantine, select the file in the File Conflictlist, select
the host with the correctversion, and press the Release Conflict button. After doing this all hosts
are checked to make sure the file is not currently locked by anybody. If no locks are found, then
locks are obtained on all versions of the file and the targets thatare out-of-date are synchronized
with the selected source host. You may also chose to perform no action, in which case the file is
removed from the File Conflictlist but none of the file versions are modified; therefore if the files are
not currently in-sync, then the nexttime the file is modified, changes will be propagated to the other
hosts. If an error occurs while removing the file conflict, then the Status field in the File Conflicttable
is updated to reflectthe error.

You may also select multiple files to remove from the conflictlistatonce.

Summary |Session |Event Log | & File Conflicts (1) | Alerts {0 ) | Participants (2 | Conﬁguration|

File Conflicts
1Files | Filter by File Name: || Host with correct file version: IPerform no action ﬂ Release Conflict
Date I File I Cause I Status I Message |
03-19-2011 17:0%:02  \Docl.docx File Synchronization Pending Initial Synchronization Waiting for open files to dose

The right-click context menu for the table contains the following actions that are unique to this
particular view:

Refresh View | Refresh all information provided in the table.

Clears all alerts for the selected job. This can be performed while a job is

Clear Alerts .
running.

5. Alerts View

The Alerts View allows you to view any alerts relevant to the running file collaboration job. ltems
shown here are based on the configured Alerts Severity setting on the Logging and Alerts
configuration page. You can specify the maximum number of alerts to store in the table by
adjusting the Display Alerts spinner located in the top rightcorner of the panel. The alerts are also
written to a tab delimited file named fc_alert.log within the subdirectory 'Hub/logs' within the

installation directory of the PeerLink Hub. See the Logging and Alerts settings for more information
aboutlog files.
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You canclick onany column headerto sortby that column. For example, clicking on the Severity
column will sortby alertseverity. Warmings are highlighted in light gray, while Errors and Fatal
alerts are highlighted in red. In general, you should notsee any alerts, butifan Error or Fatal alert
occurs, itusually means something is wrong with the collaboration session. It may need to be
restarted or a configuration setting may need to be changed. You should consult the textin the
message field for details on what occurred.

summary |Session |Event Log

9 File Conflicts (1) | ¥ Alerts(2)| ? Partidpants (2 ]-|Conﬁguration|

—Alert Log
1 errors, 0 warnings, 0 others | Filter by Severity: Iw 'I Display I 1000 _|: Alerts
Date I Severity I Type I Host I Message |
03-19-2011 17:24:03  FATAL Application Quorum lost for job Documents Collaboration. Session will restart when minimum require...

03-19-2011 17:24:03  ERROR Application | Win20035rv2 | Host Unavailable

The following right-click menu items are unique to this particular table:

Refresh all information provided in the table. This can also be done from the

Refresh Vie . .
1ew right-click context menu of the table.

Remove all items from the table. This can also be done from the right-click

Clear Events
context menu of the table.

6. Participants View

The Participants View shows a listof all currently configured host participants for the selected file
collaboration job and contains a column used to display activity status occurring on the hosts. Ifa
hosthas become unavailable, an error message will be displayed nextto the failed hostinred.
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Summary |5ession |Event Log

U File Conflicts (1) | § Alerts (2) | ¥ Partidpants (2) | Configuration

—Host Participants

Host Partidpant State Change Log

Fitter by : Host: | Status: | | state: | =l

Date = | Host | status | state | Message | |
08-19-2011 17:24:03  Win20035rv2 Host Unavailable Inactive (Pending Host Reconnect)  Host Unavailable

08-19-2011 17:12:09  Win20035rv2 Collaborating Active

08-19-2011 17:12:09  Win20035rv1 Collaborating Active

08-19-2011 17:12:05  Win20035rv1 Mot Collaborating Inactive Job Stopped

08-19-2011 17:12:05  Win20035rv2 Mot Collaborating Inactive Job Stopped

08-19-2011 17:08:51  Win20035rv1 Collaborating Active

NR-18-2011 17:0R:51 | Win2NN3Srw? Callaharatina Artive LI

The Participants View also contains a table thatdisplays the mostrecent hostparticipant state
changes, e.g. when a hostwas removed from collaboration session, or when a hostcame back
online, etc. This functionality is broken down into two parts: right-click context menu items and a
subview entited Host Participant State Change Log.

The following unique items are available in a right-click context menu for the top part ofthe
Participants View:

Disable Host
Participant

Temporarily disables the selected participantfrom taking partin the file
collaboration job. You might wantto do this if the hostis experiencing
temporary network outages.

Cancel Auto
Restart

This menu item is only available if the global auto-restart functionality enabled
and the selected hosthas been removed from the file collaboration job thatis
currently being viewed. The cancelling of the auto-restart functionality for the
host will only be in effect until the nexttime you start the file collaboration job. If
quorum has been lostfor the job, cancelling auto-restart on all unavailable
hosts will prevent the job from automatically restarting. If quorum has notbeen
lost, cancelling auto-restart will simply preventa hostfrom automatically re-
joining collaboration.

The Host Participant State Change Log is a log ofall host participant status changes
(Collaborating, Not Collaborating, etc.) and/or state changes (Active, Pending Restart, etc.) ofa
host participant. This table is currently limited to 250 rows and can be filtered by host, by status,

and by state.

The following items are available in the right-click context menu for this table:
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Refresh View

Refresh all information provided in the table.

Clear Events

Remove all items from the table.

7. Configuration View

This view displays a quick summary of all configurable items for the selected file collaboration
job. Each page ofthe File Collaboration Configuration dialog is represented in it's own part of the
view and can be collapsed ifdesired. Clicking Edit this File Collaboration Configuration will
immediately bring you to the File Collaboration Configuration dialog where you can editthe
current configuration.

Summary |Sessi0n |E\rent Log

9 File Conflicts (1) |Alerts o) |Parh'cipants (2) |Configuration

Edit this File Collaboration Configuration;

Currently Running Configuration Summary

+ Selected Participants and Configurations

Win20035rv1 C:\Documents (Detector Type: Default)
Win20035rv2 Cr\Documents (Detector Type: Default)

+ General Settings

Session MName:

Documents Collaboration

Session ID: 102
Transfer Block Size: 128 KB
Verify Chedksum: true
Session Threads: 10

File Copy Threads: 5
Background Sync, Threads: 8
Timeout: 180 Seconds
Scan Delay: 10
Allowe Write Access During Synchronization: false
Allow Deletes During Scan: false
Auto Start: falze

w Selected File Filters

Default
Exduded Wildcard Expressions: ~*.%, *BAK, *XLK, *.EXE, *.DLL, *.DWL*, *.ACS, *.5V§, <<~ *\\atmp[0-5]{4,}5>=, *.LNK, *.LDB, *.LACCDB
Induded Wildcard Expressions: Mone Selected

w Selected Conflict Resolvers

Latest Modified Time

» Delta Compression Settings

¥ File Metadata Settings

» Logging Alerts

} Target Protection Settings

» Email Alerts

Advanced Configuration

The topics in this section provide information on advanced functionality and configuration options
available in PeerLink.
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NetApp Configuration

Overview

PeerLink supports the ability to include contentfrom CIFS shares on a NetApp storage device
within a file collaboration session. In order for content from a NetApp storage device to be
included in a file collaboration session, an additional Windows proxy serveris required on the
same subnetand domain as the NetApp device. The connection between the proxy serverand
the NetApp device mustbe as fastas possible. The PeerLink Agent will be installed on this proxy
server and will use special NetApp APl calls to serve as a bridge between the NetApp device
and the file collaboration session. This proxy serveris also known as an fPolicy Server. The
diagram below illustrates the relationship between the fPolicy Server and the NetApp device.

The Storage System notifies FPolicy
Serverfor events that are registered

for notification

FPolicy Server H —

NetApp Filer / Storage System

In this diagram, communication between the two Agents (represented by the red circles) is

handled by a common PeerLink Broker

1. Prerequisites and Configuration

Prerequisites

1. The PeerLink Agent must be installed on a Windows server that will actas your fPolicy Server
and will connectto your NetApp storage system to monitor and detectevents.

2. ltis recommended that the fPolicy Server be a Windows 2003 server.
3. Minimum supported ONTAP versionis 7.3.5

4. The fPolicy Server needs to be on the same subnetas the NetApp storage system.

5. The fPolicy Serverand NetApp storage system should run on the same domain.

6. For optimal performance, the fPolicy Server should be a stand-alone server, separate from the

PeerlLink Hub and Peerlink Broker.
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7. The Agentservice accounton all fPolicy Servers mustbe a Domain UserwithDomain

Backup Operator privileges and must eitherbe a Domain Administrator orbe a member
inthe Local Admin Group onthe NetApp Filer. You canadd a domain userto the Local
Admin Group ofthe Filer with the following ONTAP command (where domainUserName
represents the user's accountname):

user adnm n domai nuser add domai nUser Name -g administrators

Note:Only members ofthe Administrators orServer Operators local groups on the Filer
can successfully execute the NetFileEnum function which is required for file collaboration.

. The Windows Firewall needs to be disabled on the fPolicy Server.

. DNS mustbe able to resolve the Fully Qualified Domain Name of each fPolicy Server. Both

forward and reverse lookups must successfully resolve.

10.The following Local Security Policy settings mustbe set:

e Network Access: Restrict anonymous access to Named Pipes and Shares >>>
Disabled

* Network access: Named Pipes thatcan be accessed anonymously >>>add
ntapfprg and ntapfpcp.

e Network Access: Let Everyone permissions apply to Anonymous users >>>
Enabled

e Microsoft Network Server: Digitally sign communication >>>Disabled

11. All Agent servers require ports 61617 and 8181 to be open for outgoing traffic (if a firewall

blocks outgoing ports).

12. The server running the PeerLink Hub and PeerLink Broker requires incoming and outgoing

ports 61617 and 8181 to be open for collaboration.

For more information on configuring a file collaboration session, please see the Getting Started
section.

Configuration

1.

Download and run the PeerLink Hub and PeerLink Agentinstallers from our website: hitp://www.
peersoftware.com/downloads/product updates.aspx

. Do notinstall over an existing installation. If applicable, uninstall the previous version first before

installing a new one. Please see the NetApp Upgrades section for more information.

. When installing the Agenton an fPolicy Server, please be sure to provide an administrative

domain useraccount (preferably the "Administrator") for the service to run under.

. Launch the PeerLink Hub interface/client.
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Note:Before you can startthe PeerLink Hub interface/client, the PeerLink Hub Service needs
to be running. See the installation section for more information.

5. Install your v2.1 license within the PeerLink Hub. For more information see the licensing section.

You must contactour sales team to requesta license which supports NetApp interaction.
Unless requested, all licenses thatare issued do notinclude NetApp supportby default.

6. Create a new file collaboration job. For more information, visit the section on creating a job.

7. During the job configuration process, one or more participating hosts mustbe configured to
interface with NetApp. To do so, view the Participants page of the File Collaboration
Configuration dialog, and add the desired available hostto the job. After the hostis added to
the job, enterthe UNC path of the appropriate share on the NetApp Filer to the configured
directory of the participantthatis to actas a fPolicy Server. Then selectNetApp as the
participant's configured Event Detector. An example is shown below. As a resultof the
selection, a configuration dialog will be displayed requesting additional configuration for the
fPolicy Server. The only mandatory field is for the local path. The rest of the dialog represents
Advanced fPolicy Configuration.

g File Collaboration Configuration

- General

- File Filkers

- Conflick Resolution
- Delka Compression
- File Metadata

- Logging and Alerts
- Target Protection

Participants

IS[=1 B3

—Available

Host =

| Computer Description

- Email Alerts
- SMMP Motifications
Add | Edit Detector Settings Remave |
~Selected

Host | Computer Description | Directar: | Enabled | Event Detector |

Winz003gry 1 CiiMNetappCollabidocs Yes Default

Winz0035r 2 ‘iontapabhcollabldocs Yes Netdpp

Ok I Cancel
Image 1

8. In orderfor a file collaboration job to be able to detectfiles thatare already opened, you will
also need to provide the local mapping to the CIFS share on the NetApp device. This local
mapping should notinclude any sub-folders for the root UNC path. This local path mustbe
entered into the NetApp Options dialog for each participant (as highlighted in Step 7). An
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example is listed below.

Example:
UNC path to NetApp Filer (shown inImage 1 above): \\ontap8b\collab\docs
Local Path (obtained for share "collab" in Image 2 below): C:\vol\volO\
Value Entered in NetApp Options (Image 3 below): C:\vol\volO\collab
EET

File Acton V‘iew Help

&= 2= = H=la

&/ Computer Management (ONTAPSE) Share Name = | Folder Path [ Tvpe | = client Connections | Description [ [Actions
=) [f} System Tools @acs iy Windows 0 Remote Administration m
@ Task Scheduler 22| collab Ciivolivold Windows 0
Event Viewer I ETCS Crlete Windows 0 Remote Administration More Actions 4
=l gl Shared Folders [ HOME Civol\vol0thome  Windows 0 Default Share
i Ehxes mlPcs Windows 1 Remote [PC
72| Sessions
2 Open Files

;% Local Users and Groups
@ Performance
s Device Manager
= g Storage
=¥ Disk Management
544 Services and Applications

Image 2
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I'ﬁ MetApp Options

~Metfpp Cptions for this Job

Local Path to CIFS Share; *

| CiveolivolDicollabl
Filker events from these users: |

Access Event Suppression Time: I 1

lek|

& "' represents a required configuration ikem,

—alkernate CIFS Share Mappings

add | Edit: | Remnvel

Faor mare information and examples on Alternate CIFS Share Mappings, click here

—advanced (Optional) FPalicy Settings For: Win20035ry 1

Manually configure FPalicy on Filer: [
FPolicy Mame: I

Excluded Extensions: |

—Include ar Exclude Yolumes

f* Incdude  Exclude

Add | Edit | Remwel

MOTE: Any changes made to these Advanced fPolicy Settings will be be used with every
other session in which this FPolicy Server is connecting with a NetApp Filer.

(0] 4 I Cancel

Image 3

9. In addition to setting a local path, some additional host-specific NetApp configuration options
are available (as showninlmage 3 above):

Filter events
from these
users

A comma-separated listof user account names from which events will be
ignored. Ideal for filtering out events from backup and/or archival services
by filtering on the username under which a backup and/or archival service
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is running.
Access Represents howlong an open eventwill be delayed before being
Event processed. Used to help reduce the amount of real time chatterin several
Suppression scenarios. The defaultvalue is 1 second. A value of 0 will allow for a
Time dynamically changing amount of time thatan open eventwill be delayed
based on the load ofthe system.
Alternate See below.
CIFS Share
Mappings

Alternate CIFS Share Mappings

If your environmenthas alternate ways to access contentin the configured root UNC folder, you
need to specify any alternate CIFS share mappings. For each unique alternate CIFS share, you
must provide a directory mapping relative to the primary UNC path configured for this job. Failure
to identify all possible mappings through which a user may access files will resultin change
events being lost. As a result, files may getout of sync across hosts. The following image is an
example of the dialog to add a mapping.

I'ﬁ Add an Alternate CIFS Share Mapping |

CIFS Share Mapping: ||
Example: 'Cifsshare' or 'CifsShareiMapping'
Relative Path To Roat: |
Example: “\RelativePathToRook' -or- “RelativelPath TolRook!

Click here For more information and examples

Ik I Cancel

Image 4

Forexample, say your primary UNC pathis \\serverName\departments$, which maps to local
path\vol\volO\departments. Ifyou have another CIFS share called finance $ (or\
\serverName\finance$)which maps to local path\vol\volO\departments\finance, and
users canuse finance$ as a shortcutto access the finance folderunderdepartments, then
you need to create the following mapping:

CIFS Share Mapping: finance$
Relative Path To Root: \finance

Another example is where you have an alternate CIFS Share that maps to a parentfolder of your
primary configured UNC folder:

In this case, the primary UNC path\\serverName\departments$ maps to local path\vol\vol0
\shares\departments, and you have an alternate CIFS share called shares$ (or\
\serverName\shares$)which maps to local path\vol\volO\shares. The share called
shares$ is a parentofthe primary watch folder \\serverName\departments$). The following
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mapping would be needed:
CIFS Share Mapping: shares$\departments
Relative Path To Root: \

Another example is where you have an alternate CIFS Share thatmaps to the same folder as your
primary configured UNC folder:

In this case, the primary UNC pathis \\serverName\departments\sales$ which maps to local
path\vol\volO\departments\sales. The alternate CIFS share called salesTeam$ (or\
\serverName\salesTeam$)also maps to local path '\vol\volO\departments\sales'. The share
called 'salesTeam$' represents the same local path as the primary watch folder (\
\serverName\departments\sales$'). The following mapping would be needed:

CIFS Share Mapping: salesTeam$

Relative Path To Root: \

2. Advanced fPolicy Configuration

For optimum performance, itis best practice to only listen for file events on CIFS shares and file
types thatare relevantto your configured file collaboration jobs. The advanced fPolicy options
highlighted below provide a way to restrict listening for file events to specific volumes and by file
types. We strongly advise thatyou configure these options accordingly.

Global fPolicy Configuration

FPolicy Configurations representadvanced settings that are used when communicating with a
NetApp storage device. In PeerLink, they are seton a perfPolicy Server (or participating host)
basis. As a result, all file collaboration jobs thatuse a particular hostfor NetApp collaboration will
each use the same fPolicy settings, no matter which shares are being accessed. These fPolicy
settings are initially setwhen configuring a participant within a file collaboration job to use NetApp
support. For more information on this process, see the NetApp Configuration section. Please note
thatfPolicy Configurations can only be created during job configuration. Once created, they can
be viewed and modified on a global level through the PeerLink Hub. To do so, click on the
Window menu from with the PeerLink Hub, and selectPreferences. On the left-hand side ofthe
dialog thatpops up, open the tree node titled File Collaboration and selectfPolicy
Configurations. The following screen will be displayed.
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f= Preferences

Itype filter text

[

El-File Callaboration

i~ Email Alerts
Ewent Detection

|- General Configuration
- Licensing

- SMTP Email Configuration

fPolicy Configurations

[0 %]

fPolicy Server

WiNZ0035r1

IFPDIic Mame I Edit |
Remaye |

ok I Cancel |

From this dialog, you can edita selected fPolicy Configuration by clicking the Edit button, or
remove a selected configuration by clicking the Remove button. Editing a configuration will bring

up the following dialog:
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F& NetApp Options |

—advanced {(Optional) FPolicy Settings for; WinZ0035r1

Manually configure FPalicy on Filer: [ ¢

fFPalicy Mame: |

Excluded Extensions: |

~Include or Exclude Yoluomes

&+ Include ¢ Exclude

add | Edit | Remn:w'el

MOTE: Any changes made to these Advanced FPolicy Settings will be be used with every
other session in which this FPolicy Server is connecting with a Netapp Filer.

Ik I Cancel

Configurable options are as follows:

Manually When enabled, the specified fPolicy name mustalready existon the
configure fPolicy | NetApp Filerand have all required features enabled. When this option is
on Filer enabled, all configured advanced fPolicy options will be ignored.

The name of the fPolicy configuration as used by the fPolicy Serverto

iFeliiel Name: register and communicate with the NetApp Filer.

Extensions entered here are excluded from eventdetection on the
NetApp Filer. Values are comma separated and mustnotcontain any

Excluded eriods

Extensions P ’
More information on screening by extensions is below.

Include or Listall volumes on the NetApp Filerto exclude orinclude based on
selected choice.

Exclude

Volumes

More information on screening by volumes is below.

Advanced FPolicy Settings
Screening by Volume

FPolicy enables you to restricta policy to a certain list of volumes by including or excluding
volumes thatneed to be screened.
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Using the include list, you can request notifications for the specified volume list. Using the exclude
list, you can request notifications for all volumes exceptthe specified volume list. However, by
default, both the include and exclude list are empty.

Wildcard information for screening with volumes

You can use the question mark (?) or asterisk (*) wildcard characters to specify the volume. The
question mark (?) wildcard character stands for a single character. Forexample, entering vol?in a
listof volumes that contain vol1, vol2, vol23, voll4, will resultin only vol1 and vol2 being matched.
The asterisk (*) wildcard character stands for any number of characters that contain the specified
string. Entering *test* in a list of volumes to exclude from file screening excludes all volumes that
contain the string such as test_vol and vol_test.

Screening by Extension

FPolicy enables you to restricta policy to a certain list of file extensions by excluding extensions
thatneed to be screened.

Note: The maximum length of a file name extension supported for screening is 260 characters.
Screening by extensions is based only on the characters after the last period (.) in the file name.

Forexample, for a file named fle 1..xtname .jpg, file access notification takes place only ifa file
policy is configured for the jpg extension.

3. Known Issues, Troubleshooting, and Upgrading

Known Issues

1. Do notinstall over an existing installation. If applicable, uninstall the previous version first before
installing a new version. See the Upgrades section below for more information.

Upgrades

1. Stop all file collaboration jobs and close the PeerLink Hub clientapplication.

2. Stop the PeerLink Broker, PeerLink Hub, and PeerLink Agentservices on all systems.

3. Backup the "Hub\workspace\jobs" folder relative to the installation directory of the PeerLink
Hub.

4. Uninstall the PeerLink Hub by launching the uninstall.exe application located in the PeerLink
Hub installation directory. Delete any folders/files thatmay be left behind by the uninstaller.

5. Uninstall all Agents by launching the uninstall.exe application located in the PeerLink Agent
installation folder. Delete any folders/files thatmay be left behind by the uninstaller.

6. Run the new installer for the PeerLink Hub.
7. Run the new installer for the PeerLink Agenton all the participating servers.

8. Copy the backup copy of the "jobs" folderinto the "Hub\Workspace\" folder (again, relative to
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the installation directory of the PeerLink Hub).
9. Restartthe "PeerLink Hub Service" from the Windows Service Panel (services.msc).
10.Launch the "PeerLink Hub Client" application

11.Start the desired jobs.

Troubleshooting

e Error code 13011

The specified main node authentication |ist was not found.

The fPolicy Server connects to the NetApp device butfails on registration with errorabove. The
NetApp ONTAP console shows an error message similar to the following:

User DOVAI N\ COVPUTERS$ deni ed access - nmissing required capability: ‘(Not
in a local group.)’

Rea .

son Agentrunning under local system account.

Sol

utio | Change the Agentservice accountto a domain useraccount.
n

e Frror code 14001

Error registering fpserver.dll Side-by-Side error

The application has failed to startbecause its side-by-side configuration is incorrect. Please
see the application eventlog or use the command-line sxstrace.exe tool for more details.

If two instances of fpservice.dll are loaded on same machine then only one dll can register
successfully. However it will notreceive any events.

If the issue occurs on a 2008 server, itis possible thatthe system does not have the correct C++
runtime libraries which are noted in the Windows Event Viewer. The solution is to install the
following Microsoft Visual C++ 2005 runtime library (mustbe 32 bit):
http://www.microsoftcom/downloads/en/details.aspx?familyid=766A6AF7-EC73-40FF-B072-
9112BAB119C2&displaylang=en

Note: Peerlink is a 32 bitapplication and will require the 32 bit Microsoft Visual C++ 2005
runtime library.

e Frror code 13003

Error 13003 creating FPolicy PCLI CYNAME : User DOVAIN\USER does not have
capability to invoke APl fpolicy-create-policy. (13003)
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Rea

son Unable to register and create a policy due to insufficient privileges.

The PeerlLink Agentservice accountmustbe a Domain User with Domain Backup
Operator privileges and must either be a Domain Administrator orbe a member of
Sol | the Local Admin Group on the Filer. You can add a domain user to the Local Admin
utio | Group of the Filer with the following ONTAP command (where domainUserName
n represents the name of the user account):

user adm n dornmi nuser add domai nUser Nane -g administrators

Custom SSL Intergration
Overview
PeerLink supports the ability to use custom or private SSL certificates to connect Agents and

Broker. The Keytool certificate management utility will be used to store they keys and certificate
into a keystore file which protects the private keys with a password.

Use Existing Certificate
Create New Certificate

1. Use Existing Certificate

Perform the necessary commands using the keytool application bundled with your PeerLink
Hub or Agentinstallation (Java 6).

Keytool location on Hub

system: C:\Program Files\Peer Software\File Collaboration Enterprise\jre\bin
Keytool location on Agent
system: C:\Program Files\Peer Software\PeerLink Agent\jre\bin

Broker and Agent Keystore Generation

You will need to have two custom/private certificates. One for the Broker and one for all the
participating Agents. You may selectdifferentalgorithms and encryption key size (i.e. RSA,
DSA with 1024 or 2048 key size).

Step 1.

View/listthe contents of the custom/private certificates. Perform these steps for both
certificates (Broker and Agent). Make a note of the Alias of the certificate, if it exists.

keytool -list -v -keystore HubCert.pfx -storetype pkcsl2
HubCert.pfx Represents the custom/private certificate for the Broker.
AgentCert.pfx Represents the custom/private certificate for the Agents
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Note: The command will promptyou to enter the password you seton your custom
certificate, ifapplicable.

Step 2:

Add the custom/private Broker certificate into the Broker keystore.

keyt ool -inportkeystore -deststorepass pl Broker4321 -destkeypass
pl Broker 4321 -destkeystore broker. ks -srckeystore HubCert.pfx -
srcstoretype PKCS12 -srcstorepass PASSWORD -alias ALIAS -
destal i as broker

plBroker4321 The password you assign to the new Broker keystore.

broker ks D(.estlnatlon. keystore that will be created containing the custom/
private certificate.

HubCert.pfx Custom/private certificate being imported into the new keystore.

PASSWORD The password of the custom/private certificate, if it exists. If you
omit the -srcstorepass command you will be prompted for the
certificate password if needed.

ALIAS The Alias of the custom/private certificate you discovered in Step
1above.

broker The Alias ofthe new keystore containing the custom/private.

Note: The broker.cerand broker.ks files will be created in the \jre\bin folder where the
keytool application resides.

Step 3:

Add the custom/private Agent certificate into the Client keystore.

keyt ool -inportkeystore -deststorepass plClient4321 -destkeypass
pl Client4321 -destkeystore client.ks -srckeystore AgentCert.pfx -
srcstoretype PKCS12 -srcstorepass PASSWORD -alias ALIAS -
destalias client

plClient4321 The password you assign to the new Broker keystore.
. Destination keystore that will be created containing the custom/
client.ks . .
private certificate.
AgentCert.pfx Custom/private certificate being imported into the new keystore.
PASSWORD The password of the custom/private ceriificate, if it exists. If you

omit the -srcstorepass command you will be prompted for the
certificate password if needed.
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ALIAS The Alias of the custom/private certificate you discovered in Step
1above.
client The Alias of the new keystore containing the custom/private.

Note: The client.cerand clientks files will be created in the \jre\bin folder where the
keytool application resides.

Step 4:

Exportthe broker's certificate so itcan be shared with clients.

keyt ool -export -alias broker -keystore broker.ks -file broker.cer

The Alias of the broker keystore containing the custom/private
broker : )

certificate created in Step 2 above.

The keystore file created in Step 2 above containing the custom/
broker.ks : .

private certificate for the Broker.
broker.cer The certificate file created in Step 2 above.

The command will promptyou to enter the password for the broker keystore (i.e.
plBroker4321).

Step 5:

Exportthe client's certificate so itcan be shared with broker.

keytool -export -alias client -keystore client.ks -file client.cer

client The Alias of the client keystore containing the custom/private
certificate created in Step 3 above.
: The keystore file created in Step 3 above containing the custom/
client.ks . .
private certificate for the Agents.
client.cer The certificate file created in Step 3 above.

The command will promptyou to enter the password for the clientkeystore (i.e.
plClient4321).

Step 6:

Create a truststore for the broker, and importthe client's certificate. This establishes that
the broker "trusts" the client:
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keytool -inport -alias client -keystore broker.ts -file client.
cer
. The Alias of the client keystore containing the custom/private
client : :
certificate created in Step 3 above.
broker.ts The broker trustore to be created.
client.cer The certificate file created in Step 3 above.

The command will promptyou to enter the password for the broker keystore (i.e.
pIBroker4321).

Step 7:

Create a truststore for the client, and importthe broker's certificate. This establishes that
the client "trusts" the broker.

keytool -inport -alias broker -keystore client.ts -file broker.cer
The Alias of the client keystore containing the custom/private
broker . :
certificate created in Step 3 above.
client.ts The client trustore to be created..
client.cer The certificate file created in Step 2 above.

The command will promptyou to enter the password for the clientkeystore (i.e.
plClient4321).

Copy the generated keystore file into their appropriate
location

On the Hub system: Copy the following files from the C:\Program Files\Peer
Software\File Collaboration Enterprise\jre\bin" directory into the "C:\Program Files\Peer
Software\File Collaboration Enterprise\Brokenkeys" directory on the Hub system.
Overwrite the existing files.

broker.ks
broker.ts

On the Agent system: Copy the following files from the "C:\Program Files\Peer
Software\File Collaboration Enterprise\jre\bin" directory into the "C:\Program Files\Peer
Software\PeerLink Agent\keys" directory on the Agent systems. Overwrite the existing
files.

clientks
clientts
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Restart all PeerLink services for the changes to take effect

Note: We recommend you create a folder outside the PeerLink Hub/Agentinstallation
directories in which to store the keystore files. This will ensure thatupgrades will not
clear/overwrite these files. The steps outlining this process will be posted shortly.

2. Create New Certificate

Perform the necessary commands using the keytool application bundled with your PeerLink Hub or
Agent installation (Java 6).

Keytool location on HubC:\Program Files\Peer Software\File Collaboration Enterprise\jre\bin
system:

Keytool location on AgentC:\Program Files\Peer Software\PeerLink Agent\jre\bin
system:

Broker Keystore generation

Step 1.

Using keytool, create a certificate for the Broker.

keyt ool -genkey -alias broker -keyalg RSA -keystore broker. ks -
st orepass pl Broker4321 -validity 3000

broker The alias of the new broker keystore containing the new certificate.

broker.ks Destination broker keystore thatwill be created containing the new
certificate.

plBroker4321 The password you assign to the new broker keystore.

Note: The broker.ks file will be created in the \jre\bin folder.

Example:
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C:\ Program Fi l es\Peer Software\Fil e Col | aboration Enterprise\jre\bin>keytool -genkey -
broker -keyal g RSA -keystore broker. ks -storepass plBroker4321 -validity 3000
What is your first and | ast name?
[ Uhknown] :  Moni ka Cuell ar
What i s the nanme of your organi zational unit?
[ lhknown] : Peer Software, Inc.
What i s the nane of your organi zation?
[ Uhknown] : Peer Software, Inc.
What is the name of your City or Locality?
[ Unknown] :  Centreville
What i s the nane of your State or Province?
[ Uhknown] : VA
What is the two-letter country code for this unit?
[ Uhknown] :  US
|s ONEMoni ka Quellar, QJU="Peer Software, Inc.", O="Peer Software, Inc.", L=Centrevill
ST=VA, C=Us
correct?
[no]: yes

Ent er key password for <br oker>
(RETURN if same as keystore password):

C:\ Program Fi |l es\Peer Software\Fil e Col | aboration Enterprise\jre\bin>

Step 2:

Export the broker's certificate so it can be shared with clients.

keyt ool -export -alias broker -keystore broker.ks -file broker.cer

broker The alias of the new broker keystore containing the new
certificate..

broker.ks Destination broker keystore thatwill be created containing the new
certificate.

broker.cer The name of the broker's certificate to be created.

Note: The broker.cer file will be created in the \jre\bin folder.

Example:

C:\Program Fil es\Peer Software\File Col laboration Enterprise\jre\bin>keytool -export -
broker -keystore broker.ks -file broker.cer

Enter keystore password: pl Broker 4321

Certificate stored in file <broker.cer>

C:\Program Fil es\Peer Software\File Col | aboration Enterprise\jre\bin>
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Step 3:

Create a certificate/keystore for the client.

keyt ool

-genkey -alias client -keyalg RSA -keystore client.ks -

storepass pl Client4321 -validity 3000

client The alias ofthe new clientkeystore containing the new cetrtificate.

client.ks Destination keystore for the client that will be created containing
the new certificate.

plClient4321 The password you assign to the new client keystore.

Note: The client.ks file will be created in the \jre\bin folder.

Example:

C:\Program Fil es\Peer Software\Fil e Col | aboration Enterprise\jre\bin>keytool

client

-keyal g RSA -keystore client. ks -storepass pldient4321 -validity 3000

What is your first and | ast name?
[Unknown] : Monika Cuell ar

What i s the nane of your organi zational unit?
[Unknown] : Peer Software, Inc.

What i s the nane of your organi zation?
[Unknown] : Peer Software, Inc.

What is the nanme of your City or Locality?
[Unknown] : GCentreville

What is the nane of your State or Province?
[Unknown] : VA

What is the two-letter country code for this unit?
[Unknown] : US

| s CN=Moni ka Cuellar, QU="Peer Software, Inc.", O="Peer Software, Inc.", L=Centreville

C=Us

correct?

[no] :

yes

Enter key password for <client>

(RETURN if same as keystore password):

C:\Program Fil es\Peer Software\Fil e Col | aboration Enterprise\jre\bin>

Step 4:

Create a truststore for the client, and import the broker's certificate. This establishes that
the client "trusts" the broker.
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keytool -inport -alias broker -keystore client.ts -file broker.
cer -storepass plCient4321

broker The alias of the broker keystore created in step 1.
client.ts Destination truststore for the client that will be created containing
the broker's certificate.
broker.cer The broker's certificate created in step 2.
plClient4321 The password assigned to the clientkeystore in step 3.
Example:

C:\Program Fil es\Peer Software\Fil e Col laboration Enterprise\jre\bin>keytool -inport -
broker -keystore client.ts -file broker.cer -storepass pldient4321
Owner: CN=Moni ka Quel | ar, QJ"Peer Software, Inc.", O="Peer Software, Inc.", L=Centrev
ST=VA, C
=US
| ssuer: CN=Monika Cuellar, OQJ="Peer Software, Inc.", O="Peer Software, Inc.", L=Centre
ST=VA
C=Us
Seri al nunber: 4fa7f34f
Valid from Mn My 07 12: 07: 43 EDT 2012 until: Fri Jul 24 12:07:43 EDT 2020
Certificate fingerprints:

MD5: 2C 18: DD B5: CD: C5: 3D B2: 9B: E3: 93:50: D6: 74: 2B: 64

SHAL: 30:77:94:9B:34:63:6C DE 2C:98:9C 00: C2: B9: F6: 21: AE 22: D7: DE
Trust this certificate? [no]: vyes
Certificate was added to keystore

C:\Program Fil es\Peer Software\File Col | aboration Enterprise\jre\bin>

Optional:

List the certificates in the broker keystore.

keytool -list -v -keystore broker. ks -storepass pl Broker4321

Example:
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C:\Program Fi| es\Peer Software\Fil e Col | aboration Enterprise\jre\bin>keytool -list -v
keystore broker. ks -storepass plBroker4321

Keystore type: jks
Keystore provi der: SUN

Your keystore contains 1 entry

Alias name: broker
Creati on date: May 7, 2012
Entry type: keyEntry
Certificate chain length: 1
Certificate[1]:
Owner: ON=Moni ka Quel lar, QXk"Peer Software, Inc.", O="Peer Software, Inc.", L=Centrev
ST=VA, C=US
| ssuer: CN=Monika Cuellar, QU="Peer Software, Inc.", O="Peer Software, Inc.", L=Centre
ST=VA, C=US
Seri al nunber: 4fa7f34f
Valid from Mn My 07 12: 07: 43 EDT 2012 until: Fri Jul 24 12:07:43 EDT 2020
Certificate fingerprints:
MD5: 2C 18: DD B5: CD: C5: 3D B2: 9B: E3: 93: 50: D6: 74: 2B: 64
SHAL: 30:77:94:9B:34:63:6C DE 2C:98:9C 00: C2: B9: F6: 21: AE: 22: D7: DE

khkkkkkkkkhkhkkhkkhkdkkhkhkhkhkdkdkhkhkdkhkddkdhkhkhkx *kx *hk*x k% %%

Rk Ik S S R R R Sk I i S R S R

C:\Program Fil es\Peer Software\Fil e Col | aboration Enterprise\jre\bin>

Verify Client Certificate

If you want to verify client certificates, you need to take a few extra steps.
Step 1:

Export the client's certificate so it can be shared with broker.

keyt ool -export -alias client -keystore client.ks -file client.cer
-storepass pl Cient4321

Note: The client.cer file will be created in the \jre\bin folder.

Example:

C:\ Program Fi |l es\Peer Software\Fil e Col | aboration Enterprise\jre\bin>keytool -export -
client -keystore client.ks -file client.cer -storepass pldient4321
Certificate stored in file <client.cer>

C:\ Program Fi |l es\Peer Software\Fil e Col | aboration Enterprise\jre\bin>
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Step 2:

Create a truststore for the broker, and import the client's certificate. This establishes that
the broker "trusts" the client:

keytool -inport -alias client -keystore broker.ts -file client.cer
-storepass pl Broker4321

Example:

C:\ Program Fi |l es\Peer Software\Fil e Col | aboration Enterprise\jre\bin>keytool -inport -
client -keystore broker.tx -file client.cer -storepass plBroker4321

Owner: CN=Moni ka CQuel lar, OJ"Peer Software, Inc.", O="Peer Software, Inc.", L=Centrev
ST=VA C

| ssuer: ON=Moni ka Cuellar, OQJ="Peer Software, Inc.", O="Peer Software, Inc.", L=Centre
ST=VA

C=US

Serial nunber: 4fa7f982

Valid from Mon May 07 12: 34: 10 EDT 2012 until: Fri Jul 24 12:34:10 EDT 2020

Certificate fingerprints:

MD5:  A7:D9: 6E: 78: 8B: A9: AD. 32: 96: 2D: 51: 6B: 53: 0B: E4: BD

SHA1: 16:05: 7C C4: D5: AB: E7: D3: 7D: 5B: 2E: 02: B5: 3B: 69: 54: D1: C3: 53: 52
Trust this certificate? [no]: yes
Certificate was added to keystore

C:\ Program Fi |l es\Peer Software\File Col |laboration Enterprise\jre\bin>

Optional:

List the certificates in the client keystore.

keytool -list -v -keystore client.ks -storepass plClient4321

Example:
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C:\Program Fil es\Peer Software\Fil e Col |aboration Enterprise\jre\bin>keytool
keystore client. ks -storepass pldient4321

Keystore type: j ks
Keystore provi der: SUN

Your keystore contains 1 entry

Alias name: client
Creati on date: May 7, 2012
Entry type: keyEntry
Certificate chain length: 1
Certificate[1]:
Owner: ON=Moni ka Quel lar, OX"Peer Software, Inc.", O="Peer Software, |nc.",
ST=NY,
c=Us
| ssuer: CN=Moni ka Cuel lar, QU="Peer Software, Inc.", O="Peer Software, Inc."
ST=NY,
C=Us
Seri al nunber: 4fa80618
Valid from Mn My 07 13:27:52 EDT 2012 until: Fri Jul 24 13:27:52 EDT 2020
Certificate fingerprints:
MD5: 06:11:97: 71:D6:23:91: 63: 2F: 19: F4: 05: EA 2F: 9D: 14
SHALl: A7:26: 80: 9E: 18: 2B: 46: 8E: 92: BB: AD. 89: 44: 0A: 8A:9C. 8C. 1F: 62: 38

R I Rk I Sk R R R o S S R

kK hkhkkhk khk khkkh dkhk khkkhdkhkkhxkddkkhkhkkdkkkdkkdkkdkk*%k k%% *¥x%x %%

C:\Program Fil es\Peer Software\Fi|l e Col |aboration Enterprise\jre\bin>

Copy the generated keystore file into their appropriate
location

On the Hub system: Copy the following files from the C:\Program Files\Peer
Software\File Collaboration Enterprise\jre\bin" directory into the "C:\Program
Files\Peer Software\File Collaboration Enterprise\Broker\keys" directory on the Hub
system. Overwrite the existing files.

broker.ks
broker.ts

On the Agent system: Copy the following files from the "C:\Program Files\Peer
Software\File Collaboration Enterprise\jre\bin" directory into the "C:\Program
Files\Peer Software\PeerLink Agent\keys" directory on the Agent systems. Overwrite
the existing files.

client.ks
client.ts

Restart all PeerLink services for the changes to take effect
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Note: We recommend you create a folder outside the PeerLink Hub/Agent installation
directories in which to store the keystore files. This will ensure that upgrades will not
clear/overwrite these files. The steps outlining this process will be posted shortly.

Scan Manager

A number of options are available to tune the way scans are performed for all file collaboration
jobs. These settings are configured on a global level. To view and modify these settings, click on
the Wind ow menu from with the PeerLink Hub, and selectPreferences. On the left-hand side of
the dialog that pops up, open the tree node titled File Collaboration and selectScan
Manager. The following screen will be displayed.

g Preferences =] B3
It‘:."FIE filer kext 5can Manager f.ﬂ:l - - v
= File Callabaration
-~ Email Alerts . Scan Ikem Limit: I a1z ::ll
- Event Detection
- File Filkers Max Sync Work Queue Count: I 4000 j
- Locking
Debug Mode:
- SNMP Natifications FoHg Hade o
¥ Scan Manager Min Mumber of Scan Threads: I 1
- FPolicy Configurations
Max Murnber of Scan Threads: I a0

[+~ aeneral Configuration
- Licensing
-+ SMTP Email Configuration

Max Mumber of Concurrent Scans: I 5

] bl helef ekl

Directory Metadata Cache Size: I 40000

ok I Cancel

Available options are as follows:

The maximum number of file and folder scan results that are returned in
one scaniteration during a job's initial scan. This value is used to constrain
the amount of memory used when performing initial scans with a large
number of sessions.

Scan ltem Limit
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The maximum number of pending file transfers (as a result of the initial

Max Sync Work | scan)thatare queued in memory before pausing the currentscan. This
Queue Count value only has an effect on sessions thatrequire a massive amount of
initial synchronization.

Debug Mode Ifenabled, log debug information generated during all scans.

Min Number of The minimum number of threads that are keptalive, even when all scans
Scan Threads have been completed.

The maximum number of threads that can be created for use when
scanning folders and files. This number should be setto atleastthe
number of jobs that you are running.

Max Number of
Scan Threads

Max Number of [ The maximum numberofscan threads thatcan be actively working at the

Concurrent same time. This differs from the Max Number of Scan Threads in that not
Scans all created scan threads can be simultaneously doing work.

Directory The number of directory metadata scan results to store in memory cache
Metadata Cache | before persisting to disk.

Size

Event Detection

A number of options are available to tune the way eventdetection occurs for all file collaboration
jobs. These settings are configured on a global level. To view and modify these settings, click on
the Wind ow menu from with the PeerLink Hub, and select Preferences. On the left-hand side of
the dialog that pops up, open the tree node titted File Collaboration and selectEvent
Detection . The following screen will be displayed.
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=101
| type filter text Event Detection P w

- File Collaboration
- Email Alerts —Event Detection Options
-~ Bvent Detection Event Buffer Size: I 32768 ﬁ
- File Filters
- Locking Add Context Delay (Seconds): I g ﬁ
- SNMP Motifications =
Metadata Context Max Events: I 100 j
- Scan Manager
Debug Mode: v

- fPolicy Configurations
- General Configuration

Debug Mode w/Full Messages: [

- Licensing

- SMTP Email Configuration

Raw Event Logging: 1

Raw Logaing Config: I

Ok, I Cancel

Available options are as follows:

Event Buffer The size in bytes of the buffer used to store real-time events. Ifyou receive
Size Buffer Overflow alerts then try doubling the size of this buffer to 65536.
Add Context The number of seconds to wait before scheduling the synchronization ofa
Delay newly created file.
(Seconds)
This is the maximum number of security ACL or file attribute events stored
Metadata in a batch before sending them to the PeerLink Hub. Reduce this number if
Context Max you consistently make bulk security descriptor changes on a large number
Events offiles and/or have a very complex security model thatrequires a large
size security descriptor.
Enables advanced debug logging and alerts. Technical support may ask
Debug Mode . ; . .
you to enable this feature if you are experiencing certain issues.
Enables raw eventlogging for NetApp or device driver event
Raw Event . . . .
Logging detection. Technical support may ask you to enable this feature if you are
experiencing certain issues.
Raw Loagin Advanced setting for Raw Event Logging that will override the
Confi 9g1ing defaults. Technical support will provide you with a value to putin this field if
9 you are experiencing certain issues.
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Locking

Anoptionis available to mark certain file types as non-collaborative, changing the way locks on
the specified file types are handled. These settings are configured on a global level for all file
collaboration jobs and are critical for certain file types so that the file collaboration solution is able
to correctly read any partofthese files, ensuring any managed database type files are
synchronized in a consistentand usable state. To view and modify these settings, click on the
Wind ow menu from with the PeerLink Hub, and selectPreferences. On the left-hand side of the
dialog that pops up, open the tree node titled File Collaboration and selectLocking. The
following screen will be displayed.

F& Preferences M=l E3
Itype filker text Locking 5 . . -
EJ-File Collaboration
- Emai Alerts Default Mon-Collabor ative File Extensions: | exe, pst, dll, sys, dbf, wab, mbax, ost, mdF, gif, ghw

i Ewent Detection

‘. File Filters User Defined Mon-Collaborative File Extensions: I rdb, accdb, zip, dat, psd, ai,indd
cking

SMMP Moifications

i+ Scan Manager

fPolicy Configurations

[+ General Configuration

- Licensing

- SMTP Email Configuration

(a4 I Cancel

Available options are as follows:

The default, non-editable, comma separated list of file extensions of

Default Non- : .
. . non-collaborative file types (e.g. database files, etc.). Write access to
Collaborative File ) . . .
. source files of these types will be denied while the files are being

Extensions :

synchronized.
User Defined An editable, comma separated list of file extensions of non-
Non-Collaborative | collaborative file types (e.g. database files, etc.). Write access to source
File Extensions files of these types will be denied while the files are being synchronized.
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Central Agent Configuration

The ability to remotely manage the configuration for connected PeerLink Agents is available from
within the PeerLink Hub Client. To access, right click on any connected Agent, and selectEdit
Agent Configuration. The Agent Configuration dialog will be displayed, with three pages of
available configuration items. In order for any configuration change to take effect, the selected
Agentmustbe restarted. Ifno Jobs are running, you will have the option of restarting the Agentat
the close of the configuration dialog.

WARNING: Changes to any option on the three pages of this dialog may resultin problems when
the Agentstarts. Please ensure all settings are correct before saving the dialog and restarting the
Agent.

Broker Configuration

The first page shows a list of settings related to PeerLink Broker connectivity. Please note that
these settings only apply to communication between the selected Agentand Brokerand notto
communication between the PeerLink Hub and Broker.

fﬂ Agent Configuration Hi=]

e o oker Configuration
i Agent Properties
LYW Options

Broker Configuration

WARNIMNG: Changes to this page may make the Agent unable to start.
These changes will only take affect after the Agent is restarted.

Broker Hostname or IP Address: | HubSry

Conneckion Type: Issl j
Broker Part: I 61617 :lI
se Compression: v

Prefetch: I 5 ﬁ
Socket Buffer Size {in KB): I 128 j

Advanced Parameters: I

(separate parameters with ;"

(0] 4 I Cancel

Available options are as follows:
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Broker
Hostname or IP
Address

The IP address or fully qualified host name of the server running the
PeerLink Broker.

Connection
Type

The type of connection to use when communicating with the PeerLink
Broker. Types include ssl (encrypted) and tcp (notencrypted).

Broker Port

The porton which to communicate with the PeerLink Broker.

Use
Compression

When enabled, all communication between the selected Agentand the
PeerLink Broker will be compressed.

Prefetch

The number of messages pre-fetched from the PeerLink Broker. The
higher the number, the more memory required by the Agent.

Socket Buffer

TCP/IP socketbuffer size in kilobytes

Size (in KB)
Advanced A field for any additional parameters thatmay apply to communication
Parameters between the Broker and the selected Agent. Parameters should be

separated by semi-colons.

Agent Properties

The nextpage (Agent Properties) shows a listof Agentalertand logging settings.
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fﬂ Agent Configuration
- Broker Configuration

Agent Properties

=AM Oiplions

=l
Agent Properties
 Alerks
Low Memory Alert Percentages: | 0.90,0,95,1.0
Enable Lovw Memory Auko-Restart: |_
Restart Memaory Percentage: I 099 ::ll
—Agent Lagging
Agent Logging Directory: | logs
Agent Log File Size (in MB): I 20 ﬁ
Max number of Agent log files: I 1 ﬁ
STDOUT Log File Size {in MBY: I 100 ::ll
Max number of STOOUT log Ffiles: I 3 ﬁ
STDERR Log File Size (in MB): I 30 ﬁ
Iax number of STDERR log Files: I 1 ﬁ
IMS Messaging Log File Size (in MB): | 200 =
Max number of M3 Messaging log files: I 2 ::ll
Profiler Log File Size {in MEB): I 200 ﬁ
Max number of Profiler log Files: I 1 ﬁ
— IMS Message Logaing
Enable Command Receiving Logging: r
Enable IM5 Message Logging: r
Enable JM5 Control Message Logging: -
Agent Profiler Logging Frequency: I a ::ll
Enable agent Profiler Broker Statistics: v

(0] 4 I Cancel

Available options are

Alerts

as follows:

Notification and response settings for when the selected Agent runs low on memory.

Low Memory
Alert
Percentages

Memory percentages atwhich the Agent with postan alert to the PeerLink
Hub's Alertlist. Multiple percentages can be set, separated by commas.
Forexample:.85,.90,.99

Enable Low
Memory Auto-
Restart

When enabled, the Agent will attempt to restartitself when it's memory
usage hits a certain threshold.

Restart Memory
Percentage

IfEnable Low Memory Auto-Restartis enabled, the Agent will attempt
to restartitself at this memory threshold, for example: .98
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Agent Logging

Settings for tuning Agentlogging. Depending on these settings, large log files may be produced.

Agent Logging
Directory

Agentlogging directory relative to the Agent's installation directory. This
can also be setto an explicit full path. Selected folder must already exist
before the Agentis restarted.

Agent Log File
Size (in MB)

The maximum size to which each Agent.log file will grow before rolling over
to a new file.

Max number of
Agent log files

The maximum number of rolling Agent.log files to keep.

STDOUT Log
File Size (in MB)

The maximum size to which each outputlog file will grow before rolling
overto a newfile.

Max number of

File Size (in MB)

STDOUT log The maximum number of rolling output log files to keep.
files
STDERR Log The maximum size to which each error log file will grow before rolling over

to a new file.

Max number of
STDERR log
files

The maximum number ofrolling error log files to keep.

JMS Messages
Log File Size (in
MB)

The maximum size to which each JMS message log file will grow before
rolling overto a newfile.

Max number of
JMS Message
log files

The maximum number of rolling JMS message log files to keep.

Profiler Log File
Size (in MB)

The maximum size to which each profiler log file will grow before rolling
overto a newfile.

Max number of

Profiler log files

The maximum number of rolling profiler log files to keep.

JMS Message Logging

Settings for enabling and tuning JMS Message logging. These settings are useful for debugging
purposes but will affect performance and produce large log files. Changes to these settings should
only be made at the request of Support.

VM Options

The nextpage (VM Options) allows for configuration of the PeerLink Agent Windows service

itself.
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fﬁ Agent Configuration = =]
« Broker Configuration VM Options

-G 1 2m =]

" of

MNOTE: To adjust the memory usage of the Agent, use the -Xmx' {maximumm) and '-Xms' {minimnum)
flags on individual lines. For example, using -%Xmx512m' and -¥msZ56m' on bwo separate
lines will set the Agent's max memory to S1ZME and min memory to 256ME,

[8]4 I Cancel |

When using the text field on this page, each property should be entered on it's own line. The
primary purpose for this field is to set the upper and lower memory limits to be used by the
PeerLink Agent. In order to set the maximum amount of memory for the Agent, enter the following
text on its own line:

-Xmx512m

This will set the maximum memory usage of the Agent to 512 MB. In order to set the minimum
amount of memory for the Agent, enter the following text on its own line:

-Xms128m

This will set the minimum memory usage of the Agent to 128 MB. Aside from adjusting the memory
usage of the Agent, do not enter any other text into this field unless directed by Support.
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What's New

Version 2.1.3 build 1041 - Released August 7, 2012

Description of Changes

Bug fixes and performance enhancements for NetApp storage devices, including fixes for file
closes notbeing detected.
Performance and stability enhancements, including:

o Better handling of bulk metadata changes.

0 Optimized scan logic for handling large directories.

0 Better supportfor handling quarantines during the initial scan when two or more

copies of the same file have been modified.

Fixed an issue with the handling of Windows short file names.
Added the ability to filter files based on file size and last modified time.
Added the ability to create a local snapshot of a source file before replicating to other hosts.
This reduces the window during which a user may be locked out after making a change to
certain file types.

Version 2.1.3 - Released March 26, 2012

Description of Changes

Enhanced supportfor NetApp storage devices, including:
o0 Supportfor Alternate CIFS Share Mappings
0 Better memory managementfor Agents connecting to NetApp devices
o Various other NetApp-related performance and stability enhancements
Enhanced supportfor centrally managing Agents from the PeerLink Hub, including:
o The ability to remotely setcommunication and logging settings on connected Agents
o0 The ability to automatically restartan Agent when running low on memory
o The ability to remotely setthe amount of memory assigned to a connected Agent
service
Simplified the configuration process for conflict resolution and added additional features,
including:
o The ability to truncate milliseconds from timestamp comparisons on two or more files
0 More robustdeletion detection and handling during initial scans
Enhanced folder and file metadata scanning with better memory management
Changed product name from "Peer File Collaboration Enterprise" to "PeerLink" throughout the
userinterface and documentation.
Enhanced file filter expressions for excluding and including folders based on folder or path
name
Added the ability to globally specify non-collaborative file types, ensuring thatthese types are
synchronized in a consistentand usable state
Added the ability to ignore real time events generated by one or more usernames for both
Windows file servers and NetApp storage devices
Added the ability to detectand/or exclude files and folders thathave names containing invalid
characters, such as leading or trailing spaces and periods

Version 2.1.2 - Released August 29, 2011

Description of Changes

Enhanced supportfor NetApp storage devices, including:
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o The addition ofadvanced configuration options for limiting what volumes and files are

monitored on the NetApp Filer

o The addition ofthe ability to detectFiler and fPolicy failures, and remove a fPolicy
Server (host) from a session until the NetApp resource is available again
e Enhanced supportfor managing a large number of jobs and Agents, including:
o The addition ofa Collaboration Summary View where you can view the status of all
running jobs, along with key file collaboration statistics, host participant status, etc.

from a consolidated table

o The addition of Multi-Job Edit Supportfor making configuration changes to many file

collaboration jobs with a few clicks

o The addition of the ability to silently update the Agentsoftware on any number of

connected servers from the PeerLink Hub
o The addition of a Global Scan Manager that can throttle and control scanning
performance when many jobs are started atonce
Added the ability for a failed participating hostto be automatically reintroduced into a running

file collaboration job, and in the event that quorum was lost, the ability to automatically restart

the job upon hostreconnection

running file collaboration job

View

Added a Job Alertview thatdisplays job-specific alerts whenever a job is started or stopped,
when a hostfailure has occurred, and when a hostis back online and reintroduced into a

Added the ability to double-click on any row in mosttables throughout the PeerLink Hub's
interface to view or copy all detailed (and possibly hidden) information for that table row
Added the ability to view average currentfile transfer rate on a per-file basis in real-time
Added the ability to view average transfer rate on a per-Agentbasis in the Agent Summary
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