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IBM StoredIQ Introduction and Planning Considerations

The IBM® StoredIQ® Platform provides scalable analysis and governance of unstructured 
data in place across disparate and distributed email, file shares, desktops, and collaboration 
sites. Its products enable companies to discover, analyze, and act on data for e-discovery, 
records retention and disposition, compliance, and storage optimization initiatives.

This IBM Redpaper™ publication provides an introduction to the StoredIQ Platform and 
outlines basic planning considerations.

Introduction to IBM StoredIQ

IBM StoredIQ provides valuable insight into unstructured content across many data sources 
within the organization. 

This introduction describes the following topics: 

� Business issues and challenges
� Product overview
� Use cases

Business issues and challenges

Unstructured data is growing at an unprecedented rate within most organizations. This 
section describes some of the common business challenges faced by most customers.

Unstructured data growth
Discussions in the industry have revolved around information under management doubling 
every two years. This content is typically spread across many disparate data sources, and IT, 
legal, and records management have little knowledge of what purpose the content servers or 
what regulations govern its lifecycle. 

Disparate data sources
Most enterprises house unstructured data in a variety of locations: file shares, Microsoft 
SharePoint, mail servers, mail archives, ECM repositories, and cloud-based repositories. 
Having various locations presents several challenges. Applying consistent policy across the 
data sources is difficult. Searching these repositories for content subject to legal review or 
record retention policies becomes burdensome, costly, and often is not done. 
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When repositories are searched for content, it must be done with a variety of tools native to 
each repository. This leads to inconsistent results across data sets, becomes burdensome to 
the organization, and requires involvement by many different data experts.

Cost
The industry has also discussed value estimates, which show that over half of the retained 
unstructured data in an organization has no value and there is no regulatory or legal reason 
to retain it. This over-retention of data can become costly for an organization. Although a disk 
might be inexpensive, the cost associated with acquisition, provisioning, maintenance, 
upgrades, and administration can consume the majority of an IT budget. Projecting these 
costs out several years shows an alarming trend. The cost to maintain storage at its current 
growth rate completely consumes or outpaces projected future budget. This cost severely 
limits the ability for organizations to take on new initiatives to grow and enhance the business.

Beyond the cost of storage, significant costs are associated with searching and culling of 
extraneous data. When legal matters arise, content must be searched, culled, collected, and 
reviewed. Over-retention of data extends the level of effort required to identify relevant content 
and typically results in over-production for review. Collected data must be reviewed; this is a 
manual, labor-intensive step. Estimates in the industry have shown that review costs are in 
the tens of thousands of US dollars per gigabyte. Proactively dispositioning data according to 
business, record, and legal policies is the most effective way of containing this cost.

Risk
Sensitive personal information (SPI), like customer account information, in secondary 
ungoverned data sources puts companies at risk for proliferation, co-mingling, disclosure, 
inadvertent access, or other mishandling with significant financial, operational, and 
reputational impact. Data breaches can occur from insider theft of SPI that was not properly 
identified and secured. 

During a legal matter, data, if still in possession and demanded by an adverse party in 
e-discovery, must be produced. This reduces agility to respond timely to governmental 
requests. Previously collected data of a sensitive or harmful nature that is not dispositioned 
upon matter closure is at continued risk of disclosure. 

When data retention and disposal are exercised in an ad hoc fashion by employees and lines 
of businesses against ungoverned data, this uneven enforcement of records policy puts 
defensibility of entire records and compliance programs at risk. Companies might face fines 
for failure to establish and enforce compliance.

Product overview

This section provides a brief overview of the IBM StoredIQ Platform, interfaces, terminology, 
process, and use cases.

IBM StoredIQ interface components
The IBM StoredIQ interface components include IBM StoredIQ Platform Data Server, IBM 
StoredIQ Administrator, IBM StoredIQ Data Workbench, IBM StoredIQ Data Script, IBM 
StoredIQ Policy Manager, and IBM StoredIQ Desktop Data Collector.

IBM StoredIQ Platform Data Server
IBM StoredIQ Platform Data Server user interface provides access to data server 
functionality. It allows administrators to view the dashboard and see the status of the jobs and 
system details. Administrators can manage information about servers and conduct various 
configurations on the system and application settings.
2 IBM StoredIQ Introduction and Planning Considerations



IBM StoredIQ Administrator
IBM StoredIQ Administrator monitors and manages the distributed infrastructure at a client 
site. IBM StoredIQ Administrator sits between the IBM StoredIQ Platform interface and the 
applications and facilitates the transfer and communication of information. IBM StoredIQ 
Administrator understands and manages IBM StoredIQ Platform concepts such as volumes, 
indexes, harvests, and configurations. At the same time, it manages the application concerns 
such as infoset lifecycle and creation, volume configuration, and action and target set 
management. To this end, it is divided into two sections (platform and application) so that the 
administrators know where to accomplish a task.

IBM StoredIQ Data Workbench
With IBM StoredIQ Data Workbench, you can visualize the indexed data and identify potential 
“red-flag” issues to know how much and what types of data you have on different types of 
servers. It alerts people about potentially interesting or useful data. It helps ensure that the 
data of an enterprise is an asset, not a liability.

IBM StoredIQ Data Script
IBM StoredIQ Data Script automates execution within IBM StoredIQ Platform. Therefore, you 
can script, automate, and monitor processes that otherwise normally are manual processes 
that are run within IBM StoredIQ Data Workbench. IBM StoredIQ Data Script focuses on 
repeatable, understood, and approved processes for the purposes of culling and refining data 
in an approved manner.

IBM StoredIQ Policy Manager
IBM StoredIQ Policy Manager acts on data in an automatic fashion at scale, running policies 
that affect data objects without requiring review.

IBM StoredIQ Desktop Data Collector
IBM StoredIQ Desktop Data Collector deploys from the IBM StoredIQ Platform Data Server 
Administrator interface. It indexes desktops as volumes. The volumes appear in the Data 
Server Administrator interface and IBM StoredIQ Data Workbench, where the data can be 
analyzed and acted upon.

IBM StoredIQ Platform uses a non-invasive deployment, specifically these items: 

� Lightweight client deployment with no browser plug-ins and no client-side UI installations. 
All major browsers, such as Internet Explorer and Firefox, are supported natively.

� One (common) index that is shared across all use cases. This index supports a wide 
variety of data sources and is used by application dashboards for many use cases. 

� No agents are placed on data sources. The native API or protocol is used whenever 
possible. Third-party or custom connectors are used only when necessary.

Terminology
This section explains several frequently used terms in StoredIQ.

Volume
A volume represents a data source or destination that is available in the network to the IBM 
StoredIQ Platform appliance. A volume can be a disk partition or group of partitions that is 
available to network users as a single designated drive or mount point. IBM StoredIQ Platform 
volumes have the same function as partitions on a hard disk drive. When you format the hard 
disk drive on your PC into drive partitions A, B, and C, you are creating three partitions that 

Note: Agents are used for desktop collection.
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function like three separate physical drives. Volumes behave the same way that hard disk 
partitions behave. You can set up three separate volumes that originate from the same server 
or across many servers. Only administrators can define, configure, and add or remove 
volumes to IBM StoredIQ Platform.

Primary volume
Primary volumes can be created as data sources using these volume types: CIFS, NFS v2 
and v3, Exchange, SharePoint, Documentum, Discovery Accelerator, IBM Domino®, IBM 
FileNet®, NewsGator, Livelink, Jive, Chatter, IBM Content Manager, and CMIS.

Retention volume
Retention volumes store data objects that are placed under retention, which means that the 
object is retained. Retention volumes can be added and configured. Applicable volume types 
include Enterprise Vault, CIFS (Windows platforms), NFS v3, Centera, and Hitachi.

System volume
System volumes support volume export and import. When you export a volume, data is 
stored on the system volume. When you import a volume, data is imported from the system 
volume.

Discovery export volume
Discovery export volumes contain the data produced from a policy, which is kept so that it can 
be exported as a load file and uploaded into a legal review tool. Administrators can also 
configure discovery export volumes for managing harvest results from cycles of a discovery 
export policy.

Indexes
When you define volumes, you can determine the type and depth of index that is conducted.

Three levels of analysis are as follows:

� System metadata index: This level of analysis runs with each data collection cycle and 
provides only system metadata for system data objects in its results. It is useful as a 
simple inventory of what data objects are present in the volumes you defined and for 
monitoring resource constraints (such as file size) or prohibited file types (such as .MP3).

� System metadata plus containers: In a simple system metadata index, items within 
container data objects (compressed files, PSTs, emails with attachments, and the like) are 
not included. This level of analysis provides container-level metadata in addition to the 
system metadata for system data objects. All objects within containers are included in the 
index.

� Full-text and content tagging: This option provides the full local language analysis that 
yields the more sophisticated entity tags. Naturally, completing a full-text index requires 
more system resources than a metadata index. Users must carefully design their volume 
structure and harvests so that the maximum benefit of IBM StoredIQ Platform’s 
sophisticated analytics are used, but not on resources that do not require them. 
Parameters and limitations on full-text indexing are set when the system is configured.

Harvest
A harvest is a job that indexes a volume. Harvests can be run immediately or scheduled.

Object
Object refers to a single item indexed by the system. This can be a document, container, 
object within a container, media file, and so on.
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Information set (Infoset)
An infoset is a collection of volumes and the indexes that are created from them. Various 
types of infosets exist:

� All Data Objects infoset

The All Data Objects infoset contains index information about all data objects that are 
harvested. This includes any container objects harvested. The total object count and size 
represent the expanded view of all objects as though they were on disk.

� All System Level Objects infoset

The All System Level Objects infoset contains all objects indexed, but does not include 
content within container files. The object count and size represent the actual size on disk.

� System infoset

A System infoset can be created in IBM StoredIQ Data Workbench to allow users to have 
a different starting point than the All Data Objects infoset. System infosets are created in 
the IBM StoredIQ Administrator interface and represent a group of chosen volumes. 
System infosets allow users to group together volumes that might represent things like All 
CIFS, All HR Files (made up of HR department CIFS, HR SharePoint sites, and so on.)

� User infoset

The User infoset is created in the IBM StoredIQ Data Workbench interface by applying a 
filter to an existing System or User infoset. The resulting set represents the set of objects 
that meet the filter criteria.

Process overview
This section provides a basic overview of the process of analyzing and acting on unstructured 
data. It outlines the basics of each of the major sections within the IBM StoredIQ Data 
Workbench user interface.

Data source indexing 
Analyzing data with IBM StoredIQ begins with the indexing of the data source. A primary 
volume is created using the IBM StoredIQ Administrator or IBM StoredIQ Platform Data 
server interface. This volume maps to a data source such as a CIFS, NFS, or SharePoint site. 
A harvest job is created and runs, indexing content and adding information about the each 
data object to the IBM StoredIQ data base. When indexing is complete, this information is 
available for analysis in the IBM StoredIQ Data Workbench.

Infoset details 
The infoset Details tab in the IBM StoredIQ Administrator shows the number of objects and 
total size of the chosen information set. It also shows the number of top level objects and child 
objects if container level indexing was performed. A list of the data objects within the infoset 
can also be displayed.
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Refine
The Refine tab (Figure 1) displays a topographical layout of the selected infoset. The interface 
displays the list of data sources; the user can then analyze the infoset based on category, 
created date, last modified date, or size.

Figure 1   StoredIQ Data Workbench Refine tab

Information is displayed in the Data Map panel as a set of boxes of various sizes. 
The size of the box represents the relative percentage of what the box represents. 

Data Map Details panel displays the count of objects by individual volume for the top 
10 volumes.

Create
The Create tab (Figure 2 on page 7) is where users create filters or choose a filter previously 
created to apply to the infoset. Figure 2 on page 7 shows a list of previously created filters. 
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Figure 2   StoredIQ Data Workbench Create tab, filter Library

A new infoset is created by applying the filter to the existing infoset. This process 
produces a new infoset containing information about only the objects that meet the 
filter criteria. (Figure 3). 

Figure 3   Creating a new infoset
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Enhance
If data must be indexed for classification purposes, it must be first enhanced by running the 
Step-Up Snippet. This step calculates relevancy rankings for each document compared to the 
chosen classification model.

Act
With the Act tab, a user can take action on the contents of the information set. Actions are 
created in the IBM StoredIQ Administrator interface and run here in the IBM StoredIQ Data 
Workbench. Actions can be created to move, copy, delete, export, or retain copy data. The 
action can either be run immediately or scheduled for a later time.

If data was originally indexed with the metadata-only option, it can be full-texted, indexed by 
running the Full Text Step Up. After complete, the infoset can be further analyzed and refined 
based on the content of the objects.

Report
The Report tab contains a list of all of the ready-for-use reports that are included in IBM 
StoredIQ. Running a report on an infoset can provide details to the user about information 
such as data topology, occurrence of key terms, and summary of duplicate items. The list of 
objects along with their metadata can also be exported from the system into a .csv file.

Exceptions
The Exceptions tab lists any exceptions that might occur during processing. These errors can 
include, for example, file copy or delete errors that might have occurred during the action 
phase.

Use cases

IBM StoredIQ Platform can address many use cases within an organization. This section lists 
the most common. One of the primary benefits of IBM StoredIQ is that all use cases use the 
same index and can be addressed simultaneously, providing value to many stakeholders 
within the organization.

Data assessment
Assessment starts with understanding your data. By indexing source data, IBM StoredIQ 
helps you to begin to understand your data footprint. When you begin to understand the 
topology of the data, you can begin to filter it for use cases described here.

Initially, a metadata index of content can be performed. This level of indexing captures file 
properties such as name, path, size, created, accessed and last modified dates, and so on. 
Information is presented in the data map on the Refine tab. This topology map shows how the 
data is distributed across the system by category, size, and age range. Here, you can quickly 
begin to spot potential policy violations or opportunities for storage reduction. 

In addition, data (typically a subset) can be full-text indexed. There is usually no value in 
full-text indexing many categories of content such as computer files, system files, media files, 
and files over a certain age. By eliminating these types of files from the full text index, 
processing efficiencies, time, and disk space are saved.
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During data assessment, filters can be created to identify data that might be outside of 
corporate policies, as in these examples:

� Data that is beyond corporate retention policies

� Data outside of acceptable use policies such as multimedia files

� Data owned by employees no longer with the company

� Data containing personally identifiable information (PII), personal credit information (PCI), 
and personal health information (PHI)

� Duplicate content

In the data assessment use case, data is only indexed, analyzed, and reported on but no 
action is taken.

Data cleanup
After data is assessed, data cleanup entails finding relevant sets of data that can be deleted 
from the data source. As described in the data assessment use case, filters are created to 
identify content that no longer has business value. After data is identified, IBM StoredIQ can 
be used to remove the content by employing a delete action.

Often companies choose to identify content they feel is eligible for depletion, distribute detail 
reports to lines of business, and then wait a period of time before actual deletion occurs. In 
this case, data can be kept in place for the desired period of time and the modified date 
checked before actual deletion or, in some cases, data is relocated to a staging or quarantine 
area while waiting to be deleted.

Data cleanup generally occurs in the following stages:

� Identify and remove trivial content. Trivial content is content that has no business value 
and might include computer files, system files, multi-media files, and other personal 
content.

� Identify and remove obsolete content. Much of the content that exists within an 
organization is retained beyond its usefulness. Departmental retention policies can be 
applied and data that is kept beyond the longest retention policy can quickly be identified. 
Often this content can be removed from the system without in-depth records classification 
or application of records policies.

� Identify and address duplicate content. Duplicate data reports can be produced showing 
all exact duplicates within the data source. Although duplicate content certainly exists, the 
report helps identify how large of a problem it is and helps users prioritize how and when 
to address the issue. 

Compliance remediation
Sensitive data that might contain information such as social security numbers, credit card 
numbers, proprietary information, customer data, and so on can pose great risk to an 
organization if it is not properly secured. IBM StoredIQ can both identify this content also help 
remediate it. IBM StoredIQ includes macros to identify US Social Security numbers (SSNs), 
credit cards, phone numbers, and several other types of PII and PCI. Filters can be created to 
identify other types of sensitive information within the organization such as account numbers, 
policy number, customer numbers, and so on. 

These filters can be applied to data sources where sensitive information should not exist. 
This then provides identification of compliance policies. After data is identified, reports can 
be produced to remediate users and correct behavior. Data can also be relocated to the 
appropriate data store or deleted.
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E-discovery
One of the primary use cases for IBM StoredIQ is the identification of content subject to a 
legal discovery. Data experts can find relevant data located in several disparate repositories 
with the use a single tool. Searches can be configured to find content based on dates, 
owners, key words, word proximity, and so on. After data is identified, it can be presented to 
the legal team before collection. This allows the legal team to perform an early data 
assessment and better understand both the risk and the burden associated with the case. 
The infoset can also undergo additional refinement to further cull it to a more accurate set of 
data that might need to be reviewed.

If collection is necessary, IBM StoredIQ can be used to copy data from its original source to a 
hold location or export the content into one of several industry standard formats for further 
review.

Records identification
Corporations have often relied on users to understand corporate retention schedules and to 
properly identify corporate records. This places a great burden on the user and typically has 
inconsistent results. By using StoredIQ to identify data outside the records repository, this 
process can be greatly improved. Data can be filtered, culled, and classified according to 
metadata, key words, and also classified by using the integration with IBM Content 
Classification. This way allows for more intelligent classification of content by the use of 
natural language processing. This way also allows StoredIQ to identify corporate records 
based on the content of the document and applies the classification in a standard process. 
After records are properly identify, they can be relocated to a records repository, if you want, 
and also dispositioned when the retention period is reached.

Planning considerations

The planning process for the deployment of IBM StoredIQ is described in the following topics:

� IBM StoredIQ components
� Open Virtual Architecture (OVA) configuration requirements
� Network and port requirements
� Environment sizing guidelines
� Deployment architecture

IBM StoredIQ components

The three components of the IBM StoredIQ solution are the application stack, the gateway, 
and the data server. These components work together as the IBM StoredIQ products.

Application stack
The application stack provides the user interface for the IBM StoredIQ Administrator, IBM 
StoredIQ Data Workbench, IBM StoredIQ Data Script, and the IBM StoredIQ Policy Manager 
products.

Gateway
The gateway communicates between the data servers and the application stack. The 
application stack polls the gateway for information about the data on the data servers. The 
data servers push the information to the gateway.
10 IBM StoredIQ Introduction and Planning Considerations



Data servers
IBM StoredIQ Platform Data Server helps you to understand the data landscape of the 
enterprise. It obtains the data from supported data sources and indexes it. By indexing this 
data, you gain information about unstructured data such as file size, file data types, and file 
owners. The data servers push the information about volumes and indexes to the gateway so 
it can be communicated to the application stack. Multiple data servers feed into a single 
gateway. In addition to an administrator user interface, administrators can deploy the IBM 
StoredIQ Desktop Data Collector and index desktops from the data server.

IBM StoredIQ Platform uses a non-invasive deployment, specifically these items:

� Lightweight client deployment with no browser plug-ins and no client-side UI installations. 
All major browsers, such as Internet Explorer and Firefox, are supported natively.

� One (common) index that is shared across all use cases. This index supports a wide 
variety of data sources and is used by application dashboards for many use cases.

� No agents are placed on data sources. The native API or protocol is used whenever 
possible. Third-party or custom connectors are used only when necessary.

Open Virtual Architecture (OVA) configuration requirements

IBM StoredIQ Platform is deployed as virtual appliances and currently only supported in 
VMware ESXi 5.x or later environments. You must have a virtual infrastructure that meets the 
IBM StoredIQ Platform hardware requirements. 

Application stack 
The application stack has these hardware requirements:

� vCPU: 1

� Memory: 4 GB

� Storage: 

– Primary disk (vmdisk1): 21 GB
– Data disk (vmdisk2): 10 GB

Gateway server 
The gateway server has these hardware requirements:

� vCPU: 2

� Memory: 8 GB

� Storage: 

– Primary disk (vmdisk1): 100 GB
– Data disk (vmdisk2): 75 GB
– Swap disk (vmdisk3): 40 GB

Note: Agents are used for desktop collection.
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Data server
The data server has these hardware requirements:

� CPU: 4

Although increasing the number of vCPUs increases performance, the actual benefits 
depend on whether the specific host is oversubscribed or not.

� Memory: 16 GB

Although the minimum value works under a light-load condition, as the load increases, 
the data server quickly starts consuming swap space. For high-load situations, increasing 
memory beyond 16 GB can benefit performance. Monitoring swap usage can provide 
insight.

� Storage:

– Primary disk (vmdisk1, SCSI 0:0): Default is 150 GB

This virtual disk has an associated virtual machine disk (VMDK) that contains the IBM 
StoredIQ operating code. Do not change its size.

If you delete the primary disk, you delete the operating system, and the IBM StoredIQ 
software; the virtual machine might need to be redeployed. 

– Data disk (vmdisk2, SCSI 0:1): Default is 1.9 TB

This virtual disk can be resized according to expectations on the amount of harvest 
data to be stored. For purposes of estimation, the index storage requirement for 
metadata is about 30 GB per TB of managed source data. Full-text indexing requires 
an extra 170 GB per TB. The default data disk size is therefore targeted for managing 
10 TB of source information.

– Swap disk (vmdisk3, SCSI 0:2): Default is 40 GB

When under load, the data server can use many RAM; therefore, having ample swap 
space is prudent. The minimum swap size is equal to the amount of RAM configured 
for the virtual machine. For best performance under load, place this disk on the highest 
speed data store available to the host.

The general size limits for a data server are 150 million objects or 500 defined volumes, 
whichever limit is reached first. Assuming an average object size of 200 KB equals about 
30 TB of managed storage across 30 volumes of 5 million objects each, the index storage 
requirement for metadata on ~30 TB of storage that contains uncompressed general office 
documents is ~330 GB (11 GB per TB). Add 100 GB per TB of managed storage for full-text 
or snippet index. For example, to support 30 TB of storage that is indexed for metadata, you 
need 8 TB indexed for full-text search and extracted text (snippet cache) of 8 TB for 
auto-classification. A total of 1.9 TB of storage is required (metadata 330 GB, full-text 800 GB, 
snippet cache 800 GB). 

Data-server performance is impacted by the IOPS available from the storage subsystem. 
For each data server under maximum workload, at least 650 IOPS generally deliver 
acceptable performance. In the situations when the load on the system is high, the IOPS 
that is used can reach up to 7000 with main write operations.
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Network and port requirements

The number and types of data sources can drastically impact the scale and scope of what 
needs to be deployed. The complexity of the source directly affects the number of data 
servers to be deployed, for example, exchange versus simple text documents in a CIFS 
location.

You must enable network connectivity from the following locations:

� The data server IP address to the gateway IP address on port 11103

� The gateway IP address to and from the application stack IP address on ports 8765 
and 5432

� Ports 80, 443, and 22 from the administrative user's workstation (place from which the 
administrator is completing work with IBM StoredIQ Administrator) to the application stack 
and data server IP addresses

� Port 22 from the administrative workstation to the gateway IP address

Environment sizing guidelines

To size an environment precisely, you must understand the factors such as harvest frequency, 
complexity of the source, and use case scenarios that drive application use and action 
execution. 

The general design guidelines for IBM StoredIQ are as follows:

� One data server per 30 TB of file shares. This varies depending on number of volumes, 
objects per volume, and object types.

� One gateway per 50 data servers.

� One application server.

� NFS is slightly faster than CIFS for metadata only, but assume timings are equal for this 
sizing discussion.

� Full-content processing of file (for example, .ZIP, .RAR, .GZ) and email archive (.PST, .NSF, 
.EMX) processing are slower because items must be extracted from the archives. If a 
significant number of these files are in the file system and they are not excluded from 
content processing, the full-content processing rate can be too high. Until you have an 
initial index of the file system, you do not know how to weigh full-content processing of 
archives.

� A bytes/time metric is appropriate for metadata-only processing that computes a hash and 
full-content. The object per second rate can vary tremendously depending on the object 
type and sizes encountered. For example, processing an email or file archive is much 
more expensive than a PDF document.

� For a metadata-only computing a hash processing, membership in the NIST list, or 
enumerating objects that are contained in archives opens and reads the contents of each 
file. The content of all requested files traverses the network between the NAS and data 
server. The maximum load that the data server can place on an NAS is metadata-only 
processing. It requires all file content to be read to compute a hash or enumerate objects 
that are contained in archives. The bytes/time rate translates into bytes served up by the 
NAS and network traffic that must be considered.
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� A full-content processing opens and reads the contents of each file to extract all text. 
The content of all requested files traverses the network between the NAS and data server. 
The processing time to enumerate archives, extract text, index words, and extract entities 
on the data server reduces the rate that data is requested from an NAS compared to 
metadata-only with full hash. The bytes/time rate translates into bytes served up by the 
NAS and network traffic that must be considered.

� The interrogator process count on the data server for “metadata only not reading all 
content indexing” can be set to eight for optimal performance. 

� The interrogator process count for all other processing that involves reading all content is 
assumed to be four per data server.

� The interrogator count can be viewed as the number of client connections that are made to 
a data source that is actively requesting data. It is important for capacity planning for the 
data source.

� The data servers are assumed to be “network close” to the NAS data sources. Network 
latency under 10 ms with at least 1000 Mbps bandwidth is assumed (connected through a 
local area network). The data servers need a low-latency high-bandwidth connection to an 
NAS data source for acceptable indexing performance.

� The gateway and application stack can be located remotely from the data servers. 
Network connections with latency greater than 10 ms and bandwidth of at least 2 Mbps or 
more are acceptable.

VMware vSphere requirements
The VMware vSphere used in a StoredIQ environment should meet the following 
requirements: 

� VMware vSphere V5.x or later

� VMware virtual machine version 8.0 or later

� VMware license to enable the required processor cores and memory for the virtual 
machine
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Deployment architecture

The IBM StoredIQ Platform is deployed as a set of virtual appliances, which greatly enhances 
scalability and flexibility, and reduces the time to value. 

Architecture example
Figure 4 shows a sample architecture. It depicts a single application server, a single gateway 
server, and multiple data servers. This typical architecture allows indexing of multiple data 
sources across the enterprise. 

Figure 4   Sample architecture

Data server distribution considerations
Consider the following information when you are determining how to deploy the number and 
location of the IBM StoredIQ data servers:

� Volume of data
� Distribution of data
� Speed of indexing that you want

Volume of data
A data server is required for approximately 150 million objects, which estimates to be 
approximately 30 TB. As the data volume approaches this threshold, add more data servers.

Note: The amount of data that a data server can manage is actually determined by the 
number of objects. If you are processing container files, the number of objects managed 
can be orders of magnitude higher than the actual number of objects on the data source. 
For example, a single PST file might contain hundreds of thousands of emails, 
attachments, and so on.
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Distribution of data
For purposes of indexing efficiency and reduction of network traffic, a good approach is 
to have data servers geographically co-located with the data source they are indexing. 
If deploying IBM StoredIQ against data in multiple data centers, place data servers in each 
data center also. Multiple data servers per geographical location is necessary for managing 
more than 30 TB of data per data center. 

When small amounts of data are distributed across a number of geographical locations, 
such as regional offices, placing data servers in each location might be impractical. The 
data server can index and manage data from a remote location; however, indexing times 
will lengthen significantly.

Speed of indexing that you want
Indexing speed on a data server can be limited by the number of interrogator processors, 
memory, disk speed, and access to the source data. Configuring multiple data servers to 
index content in parallel can greatly increase the data that can be indexed in a given time. 
Careful planning must occur to ensure no overlap in targeted data exists among multiple 
data servers.
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