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Introduction

Business continuity and continuous application availability are among the top requirements
for many organizations today. Advances in virtualization, storage, and networking make
enhanced business continuity possible. Information technology solutions can now be
designed to manage both planned and unplanned outages, and to take advantage of the
flexibility, efficient use of resources, and cost savings that are available from cloud computing.

The IBM Spectrum Virtualize and SAN Volume Controller Enhanced Stretched Cluster (ESC)
design offers significant functionality for maintaining business continuity in a VMware
environment. You can dynamically migrate applications across data centers without
interrupting the applications.

The live application mobility across data centers relies on these elements:

» IBM Spectrum Virtualize and SAN Volume Controller Enhanced Stretched Cluster
configuration

» VMware Metro vMotion for live migration of virtual machines

» A Layer 2 IP Network and storage networking infrastructure for high-performance traffic
management

» Data center interconnection

This chapter includes the following sections:
» IBM Spectrum Virtualize
» Enhanced Stretched Cluster option

» Integration of Spectrum Virtualize, SAN Volume Controller, Layer 2 IP Network, Storage
Networking infrastructure, and VMware

» Open Data Center Interoperable Network

© Copyright IBM Corp. 2015. All rights reserved. 1



1.1 IBM Spectrum Virtualize

IBM Spectrum Virtualize and SAN Volume Controller is a storage virtualization system that
enables a single point of control for storage resources. It helps improve business application
availability and greater resource use. The objective is to manage storage resources in your IT
infrastructure and to ensure that they are used to the advantage of your business. These
processes take place quickly, efficiently, and in real time, while avoiding increases in
administrative costs.

IBM Spectrum Virtualize and SAN Volume Controller: The IBM Spectrum Storage™
family name is used to denote the IBM portfolio of software defined storage offerings as a
whole. It is the anchor of the software defined storage brand and encompasses a full range
of solutions to help organizations achieve data without borders.

The portfolio includes these members:
» IBM Spectrum Virtualize: Storage virtualization that frees client data from IT boundaries

» IBM Spectrum Control: Simplified control and optimization of storage and data
infrastructure

» IBM Spectrum Protect: Single point of administration for data backup and recovery
» IBM Spectrum Archive: Enables easy access to long-term storage of low activity data

» IBM Spectrum Scale: High-performance, scalable storage manages yottabytes of
unstructured data

» IBM Spectrum Accelerate: Accelerating speed of deployment and access to data for
new workloads

The SAN Volume Controller and IBM Storwize® products all run the same software, and
that software is what provides all of the features and functions of these products. Until the
IBM Spectrum Storage family was announced earlier this year, that software did not have a
name per se. With the IBM Spectrum Storage family, the software that powers the SAN
Volume Controller and Storwize products now has the name “IBM Spectrum Virtualize”.

IBM Spectrum Virtualize and SAN Volume Controller supports attachment to servers through
Fibre Channel (FC) protocols and Internet Small Computer System Interface (iSCSI)
protocols over IP networks at 1 Gbps and 10 Gbps speeds. These configurations can help
reduce costs and simplify server configuration. Spectrum Virtualize also supports Fibre
Channel over Ethernet (FCoE) protocol.

IBM Spectrum Virtualize and SAN Volume Controller combines hardware and software in an
integrated, modular solution that is highly scalable. An 1/O group is formed by combining a
redundant pair of storage engines that are based on IBM System x server technology. Highly
available I/O groups are the basic configuration element of a Spectrum Virtualize cluster.

The configuration flexibility means that your implementation can start small and grow with
your business to manage very large storage environments. The scalable architecture and
tight integration enable your business to take advantage of the high throughput of solid-state
drives (SSDs). This configuration supports high performance for critical applications.

IBM Spectrum Virtualize also includes the IBM System Storage® Easy Tier® function, which
helps improve performance at lower cost through more efficient use of SSDs. The Easy Tier
function automatically identifies highly active data within volumes and moves only the active
data to an SSD. It targets SSD use to the data that benefits the most, which delivers the
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maximum benefit even from small amounts of SSD capacity, and helps move critical data to
and from SSDs as needed without disruption to applications.

It helps increase the amount of storage capacity that is available to host applications by
pooling the capacity from multiple disk systems within the SAN. In addition, it combines
various IBM technologies that include thin provisioning, automated tiering, storage
virtualization, IBM Real-time Compression™, clustering, replication, multiprotocol support,
and an updated graphical user interface (GUI). Together, these technologies enable a IBM
Spectrum Virtualize and SAN Volume Controller to deliver exceptional storage efficiency.

Because this configuration hides the physical characteristics of storage from host systems, it
also helps applications continue to run without disruption while you change your storage
infrastructure. This helps your business improve customer service.

Figure 1-1 shows an overview of IBM Spectrum Virtualize and SAN Volume Controller.

Flexibility to auto or
| manually migrate
full volumes to
meet needs

Make changes to the
storage without
disrupting host
applications

Manage the storage
SAN Volume Controller ; pool from a central

Apply common e

copy services Advanced Copy Services

across the
storage pool Storage Pool
£ u 3 Combine the capacity
- - from multiple arrays
D 54000 into a single pool of
storage

Figure 1-1 IBM Spectrum Virtualize and SAN Volume Controller

IBM Spectrum Virtualize and SAN Volume Controller includes a dynamic data migration
function to move data from one storage system to another, yet maintain access to the data.
The Volume Mirroring function stores two copies of a volume on different storage systems.
This configuration helps improve application availability during a failure or disruptive
maintenance to an array or disk system. The controller’s stretched cluster configuration
automatically uses whichever copy of the data remains available.

With the stretched cluster, administrators can apply a single set of advanced network-based
replication services that operate in a consistent manner. This set is applied regardless of the
type of storage that is being used. The Metro Mirror and Global Mirror functions operate
between systems at different locations. They help create copies of data for use during a
catastrophic event at a data center. For even greater flexibility, Metro Mirror and Global Mirror
also support replication between SAN Volume Controller systems and IBM Storwize V7000
Unified systems.

The IBM FlashCopy® function stretched cluster quickly creates a copy of active data that can
be used for backup purposes or for parallel processing activities. This capability enables disk
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backup copies to be used to recover almost instantly from corrupted data, which significantly
speeds application recovery.

Figure 1-2 shows the SAN Volume Controller structure and components.

e RN
Pt a ...,

—-— = e al
3 3 3
1 1 1

e
-
-
-

-3

svC
Cluster

DISK Subsystem DISK Subsystem
A E]

Figure 1-2 SAN Volume Controller structure

1.2 Enhanced Stretched Cluster option

When it was first introduced, all nodes were supposed to be installed in the same physical
location with a maximum supported distance of 100 meters between the nodes within an 1/0
group. Software version 5.1 introduced support for the stretched cluster configuration where
nodes within an 1/0 group can be separated by a distance of up to 10 km by using specific
Long Wave SFPs. This distance limitation came from the restriction that all communication
between node ports could not traverse inter-switch links (ISLs) which in fact limited the
maximum supported distance between the nodes physical locations. Starting with software
version 6.3, which was released in October 2011, the ISL restriction was removed, which
allowed the distance between the nodes physical locations to be extended to 300 km.

Combining stretched cluster configurations with the Volume Mirroring capability provides a
continuous availability platform whereby host access is maintained during the loss of any
single location.

With the stretched cluster configurations, the two nodes in an 1/O group are separated by the
distance between two locations. If a copy of the volume is stored at each location, you can
lose either the SAN or power at one location, and access to the disks remains available at the
alternate location. Using this behavior requires clustering software at the application and
server layer to fail over to a server at the alternate location and resume access to the disks.
This provides the capability to keep both copies of the storage in synchronization, while the
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cache is mirrored between both nodes. Therefore, the loss of one location causes no
disruption to the alternate location.

Software version 7.2 introduced the Enhanced Stretched Cluster feature (ESC) that further
improved the stretched cluster configurations introducing the site awareness concept for
nodes and external storage, and the DR feature that allows to manage effectively rolling
disaster scenarios.

Finally, with Spectrum Virtualize version 7.5, the site awareness concept has been extended
to hosts allowing more efficiency for host IO traffic through the SAN and easier host path
management.

With Spectrum Virtualize version 7.6, the IP quorum concept was introduced using a CLI only
configuration option, and in version 7.7 configuration options have been incorporated into the
GUL.

Two important concepts behind the stretched cluster configurations are the quorum disk and
volume mirroring.

As with any clustering solution, avoiding a “split brain” situation (where nodes are no longer
able to communicate with each other) requires a tie break. Spectrum Virtualize is no
exception and uses a tie-break mechanism that is facilitated through the implementation of a
quorum disk. It uses three quorum disks from the managed disks that are attached to the
cluster to be used for this purpose and the management of the quorum disks is the
responsibility of the users.

The Enhanced Stretched Cluster design can automatically choose quorum disks and place
one in each of the three sites. Users can still manually select quorum disks in each of the
three sites if they prefer.

With IP Quorum, the system will select automatically the IP Quorum App to be the active one.

Volume mirroring was introduced in software version 4.3. This feature allows a single volume
to have two physical copies of the data on two independent managed disk (MDisk) groups,
such as storage pools or storage controllers.

This feature provides these capabilities:

» A way to change the extent size of a volume

» Another way to migrate between storage controllers or to split off a copy of a volume for
development or test purposes.

» A way to increase redundancy and reliability of lower-cost storage controllers

» A temporary mechanism to add a second copy to a set of volumes to run disruptive
maintenance to a storage controller without any loss of access to servers and applications

Another capability that Volume Mirroring provides is the ability to split the cluster, yet maintain
access to clustered servers and applications.

For example, imagine that you have two servers that act as a cluster for an application. These
two servers are in different rooms and power domains, and they are attached to different
fabrics. You also have two storage controllers, one in each room. You want to mirror data
between the controllers and, at the same time, provide access to users when you lose power
or access to disks within one of the rooms. You can now do this by implementing the ESC
configuration.
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A number of requirements must be validated for the Enhanced Stretched Cluster
implementations, in particular regarding SAN extension. For more information about ESC
prerequisites, see the IBM SAN Volume Controller Knowledge Center at:

https://ibm.biz/BdXuvS

You can use the storage controller of your choice at any of the three locations, and they can
be from different vendors. This is possible by using the base Spectrum Virtualize virtualization
license, which is available at no additional charge. The list of supported hardware and other
interoperability information can be retrieved at the following link:

http://www.ibm.com/support/docview.wss?uid=ssg151005253

Note: The information in this book is based on the Spectrum Virtualize and VMware
environment. However, the ESC configuration can be applied to any other operating
system and environment. These systems include native Microsoft Cluster, IBM AIX®
Power HA, IBM PowerHA® System Mirror for iSeries, and Linux Cluster. All of the ESC
benefits and protection criteria provide data protection and business continuity
requirements, regardless of the operating system that your application uses.

1.3 Integration of Spectrum Virtualize, SAN Volume Controller,
Layer 2 IP Network, Storage Networking infrastructure, and

VMware
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Virtualization is now recognized as a key technology for improving the efficiency and cost
effectiveness of a company’s IT infrastructure. As a result, critical business applications are
being moved to virtualized environments. This process creates requirements for higher
availability, protection of critical business data, and the ability to fail over and continue
supporting business operations in a local outage or a widespread disaster.

VMware vMotion is a feature of VMware’s ESXi servers that allows the live migration of virtual
machines from one ESXi server to another with no application downtime. Typically, vMotion is
used to keep IT environments up and running, which provides unprecedented flexibility and
availability to meet the increasing demands for data.

IT departments can now run a secure migration of a live virtualized application and its
associated storage between data centers with no downtime or user disruption to users.
Managers can realize the following benefits:

Disaster avoidance and recovery

Load balancing between data centers

Better use of a cloud infrastructure

Optimization of power consumption

Maintaining the correct level of performance for applications

vyvyVvyyvyy

vMotion over distance, spanning data centers or geographical boundaries, requires a
specialized infrastructure or environment with these three key capabilities:

» Data synchronization between data centers to allow servers, regardless of their locations,
to always have access to that data

» A network infrastructure that provides high performance, high reliability, and correct
Layer 2 extension capabilities to connect the data centers

» |P traffic management of client network access to the application server site
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The solution described in this book addresses these needs through the combination of
VMware Metro vMotion with the ESC capabilities. This combination runs over a Layer 2 IP
network and storage infrastructure.

Continuous access to data is provided by an ESC configuration and Volume Mirroring
capability.

The Layer 2 IP Network and storage networking infrastructure provides a reliable and
high-performance, end-to-end solution with network adapters, edge, aggregation, and core
switching. It also offers high-performance application delivery controllers. This combination
provides a flexible infrastructure that results in simplification, reduced costs, higher resource
use, and, most important, data protection and resiliency.

The combination of VMware Metro vMotion, ESC, and the Layer 2 IP networking
infrastructure enables the design and implementation of a robust business continuity, disaster
avoidance, and recovery solution for virtualized application environments.

1.3.1 Application mobility over distance

VMware vMotion uses the VMware clustered file system, the Virtual Machine File System
(VMFS), to enable access to virtual storage. The underlying storage that is used by the VMFS
data store is one or more volumes supplied by SAN Volume Controller that are accessible by
all of the vSphere hosts.

During vMotion, the active memory and precise running state of a virtual machine are rapidly
transmitted over a high-speed network from one physical server to another. Access to the
virtual machine’s disk storage is instantly switched to the new physical host. The virtual
machine retains its network identity and connections after the vMotion operation, which
ensures a seamless migration process. Using the powerful features of Metro vMotion to
migrate VMs over an extended distance creates a new paradigm for business continuity. This
enables newer data center functions, such as disaster avoidance, data center load balancing,
and data center resource (power and cooling) optimization.

For more information about VMware practices, see the VMware Metro Storage Cluster:
(vMSC) white paper at:
http://ibm.biz/Bdx4gq

1.3.2 Benefits of this integrated solution

In the uniform host access configuration, both ESXi hosts connect to storage cluster nodes in
all sites, and paths stretch across the distance. This configuration has certain benefits:

» Primary benefits:
— Fully active-active data centers with balanced workloads
— Disaster and downtime avoidance
» Secondary benefit:
— Can be used during disaster recovery when combined with other processes

At the application layer, these tiers benefit from this configuration:
» Tier 0 applications, such as web servers in server farms

» Tier 1-3 applications can benefit from it, but not as much as a single Tier O
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Some VMware products can be used to help protect against loss of a data center. You must
check whether they are supported in your environment.

» VMware vCenter Site recovery manager 5.x:
http://ibm.biz/Bdx4gv

» VMware vCenter Server Heartbeat:
http://ibm.biz/Bdx4ga

Figure 1-3 shows the VMware vMotion configuration.

Figure 1-3 VMware vMotion configuration

1.3.3 Benefits in more detail
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VMWare provides these benefits:
» Disaster avoidance

vMotion over distance allows IT managers to migrate applications in preparation for a
natural disaster or a planned outage. Rather than recovering after the occurrence of the
event, vMotion over distance helps avoid the disaster.

Disaster avoidance is preferable to disaster recovery whenever possible. Disaster
avoidance augments disaster recovery. It provides IT managers with better control over
when and how to migrate services.

» User performance and load balancing between data centers

In typical environments, a large percentage of data center capacity is set aside for spikes
during peak demand. Backup and disaster recovery data centers are often idle. The
solution is to relocate virtual server hotspots to underused data centers. This configuration
increases use of compute, network, and storage assets. Current assets are used as “sp