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Preface

This IBM® Redbooks® publication describes the concepts, architecture, and implementation
of the IBM DS8880 family. The book provides reference information to assist readers who
need to plan for, install, and configure the DS8880 systems.

The IBM DS8000® family is a high-performance, high-capacity, highly secure, and resilient
series of disk storage systems. The DS8880 family is the latest and most advanced of the
DS8000 offerings to date. The high availability, multiplatform support, including IBM

z Systems®, and simplified management tools help provide a cost-effective path to an
on-demand world.

The IBM DS8880 family now offers business-critical, all-flash, and hybrid data systems that
span a wide range of price points:

» DS8884 — Business Class
» DS8886 — Enterprise Class
» DS8888 — Analytics Class

The DS8884 and DS8886 are available as either hybrid models, or can be configured as
all-flash. Each model represents the most recent in this series of high-performance,
high-capacity, flexible, and resilient storage systems. These systems are intended to address
the needs of the most demanding clients.

Two powerful IBM POWERS8® processor-based servers manage the cache to streamline
disk 1/0, maximizing performance and throughput. These capabilities are further enhanced
with the availability of the second generation of high-performance flash enclosures (HPFEs
Gen-2).

Like its predecessors, the DS8880 supports advanced disaster recovery (DR) solutions,
business continuity solutions, and thin provisioning. All disk drives in the DS8880 storage
system include the Full Disk Encryption (FDE) feature. The DS8880 can automatically
optimize the use of each storage tier, particularly flash drives and flash cards, through the
IBM Easy Tier® feature. The DS8880 also includes the Copy Services Manager code and
allows for easier integration in a Lightweight Directory Access Protocol (LDAP) infrastructure.
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Summary of changes

This section describes the technical changes made in this edition of the book and in previous
editions. This edition might also include minor corrections and editorial changes that are not
identified.

Summary of Changes

for SG24-8323-02

for IBM DS8880 Architecture and Implementation (Release 8.2.1)
as created or updated on March 10, 2017.

January 2017, Third Edition

This revision includes the following new and changed information.

New information
» Introduces DS8884, DS8886, and DS8888 with High-Performance Flash Enclosure Gen-2

» RAID 6 default for all storage types

» Thin provisioning enhancements

Changed information

» Various GUI changes in support of new or enhanced functions

» Syslog support for auditlog

» Virtualization information to reflect use of small extents pools and volumes
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Part 1

Concepts and
architecture

This part of the book provides an overview of the IBM DS8880 concepts and architecture.

This part contains the following chapters:

Chapter 1, “Introduction to the IBM DS8880” on page 3

Chapter 2, “IBM DS8880 hardware components and architecture” on page 23
Chapter 3, “Reliability, availability, and serviceability on the IBM DS8880” on page 65
Chapter 4, “Virtualization concepts” on page 97

Chapter 5, “DS8000 Copy Services overview” on page 129

Chapter 6, “Designed for performance” on page 145

vVvyYvyvyYYyypy
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Introduction to the IBM DS8880

This chapter introduces the features and functions of the IBM DS8880. More information
about functions and features is provided in subsequent chapters.

This chapter covers the following topics:

Introduction to the IBM DS8880

DS8880 controller options and frames
DS8880 architecture and functions overview
Performance features

vyvyyy

The previous DS8870 model is described in IBM DS8870 Architecture and Implementation
(Release 7.5), SG24-8085.
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1.1 Introduction to the IBM DS8880

4

IBM has a wide range of product offerings that are based on open standards. These offerings
share a common set of tools, interfaces, and innovative features. The IBM DS8000 family is a
high-performance, high capacity, highly secure, and resilient series of disk storage systems.
The DS8880 family is the latest and most advanced of the DS8000 offerings to date. The high
availability, multiplatform support, including IBM z Systems, and simplified management tools
help provide a cost-effective path to an on-demand world.

The current IBM DS8880 family includes the following three high-performance models:

» DS8884 — Business Class
» DS8886 — Enterprise Class
» DS8888 — Analytics Class

These additions to the family expand on features that clients expect from a high-end storage
system:

High performance

High availability

Cost efficiency

Energy efficiency

Scalable

Business continuity and data protection functions

vyVyVYyVvYyYVvYyYy

The DS8880 (Figure 1-1) supports the most demanding business applications with its
exceptional all-around performance and data throughput.

Figure 1-1 DS8884 40U Rack and the expanded DS8886/DS8888 46U Rack
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A noticeable change with the introduction of the DS8880 is the reduction of the footprint to a
19-inch rack. The DS8880 architecture is server-based. Two powerful POWERS
processor-based servers manage the cache to streamline disk I/Os, maximizing performance
and throughput. These capabilities are further enhanced with the availability of
high-performance flash enclosures (HPFEs). An HPFE Gen-2 is now available. It is described
in DS8880 High Performance Flash Enclosure Gen2, REDP-5422.

Combined with world-class business resiliency and encryption features, the DS8880 provides
a unique combination of high availability, performance, and security. The DS8880 is equipped
with encryption-capable disk drives. Encryption-capable solid-state flash drives (SSDs) and
high-performance flash cards are also available. Figure 1-2 shows the DS8888 All-Flash and
the 3-phase direct current uninterruptible power supply (DC-UPS).

Figure 1-2 DS8888 all-flash system
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The DS8880 includes a power architecture that is based on a DC-UPS. The DC-UPS
converts incoming AC line voltage to rectified AC and contains an integrated battery
subsystem. The DC-UPS allows the DS8880 to achieve the highest energy efficiency in the
DS8000 series. The DS8880 is designed to comply with the emerging ENERGY STAR
specifications. The DS8888 All-Flash is available in 3-phase DC-UPS. The DS8886 is
available in 3-phase or single-phase DC-UPS, and the DS8884 is available in single-phase
DC-UPS.

The DS8880 is delivered in a reduced footprint, 19-inch rack.

The 1/O enclosure that was used for the DS8870 is replaced by an 1/O enclosure that is
attached to the POWERS servers with Peripheral Component Interconnect Express (PCle)
Generation 3 cables. The 1/O enclosure has six PCle adapter slots and two additional
direct-attached, high-performance flash enclosure ports.

High-density storage enclosures offer a considerable reduction in the footprint and energy
consumption. The rack also has an integrated keyboard and display pocket in the side wall
that can be accessed from the front of the rack. A small form factor Hardware Management
Console (HMC) is used on the DS8880. One or two HMCs are supported in the base rack. A
unique feature of the new rack is the ability to expand from the height of a 40U configuration
to a 46U configuration concurrently in the DS8886.

Figure 1-3 shows the differences in configuration that are available between the two sizes of
the base frame with the single-phase DC-UPS. The expansion enables clients to add more
capacity to their storage systems in the same footprint.

Base ﬁacl-&

Base Rack

SSD/DDM
ia Enclosure

High-Performance
Flash Enclosure

I/C Bay Enclosure

P8 Servers

DC-UPS

Figure 1-3 DS8886 40U (left) and DS8886 46U (right) fully configured base frames (985 model)
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1.1.1 At-a-glance features of the DS8880

The DS8880 offers the following features (more details can be found in subsequent chapters
of this book):

>

The DS8880 is available in a variety of POWERS8 processor options, from DS8888 48-core
to a DS8884 single 6-core. Each system covers a wide range of performance and cost
options.

Memory configurations are available ranging from 64 GB up to 2 TB. The DS8880 family
introduces a new POWERS central processor complex (CPC) unit for each member. The
DS8888 uses a model E850 processor complex that performs at greater than twice the
performance of a DS8870. The DS8884 by using a model S822 CPC also performs better
than the DS8870.

The DS8880 is available with HPFEs in addition to Fibre Channel-attached flash drives
(which are also known as SSDs). HPFEs can be installed in the base frame and the first
expansion frame. One High-Performance Flash Enclosure (Gen-2) pair can hold 16, 32 or
48 flash cards, with capacities of 400 GB, 800 GB, 1.6 TB or 3.2 TB.

The POWERS simultaneous multithreading (SMT) technology allows analytic data
processing clients to achieve up to 2.5 million 1/0 per second (IOPS) in Database for Open
environments (70% read/30% write, 4 KB 10s, 50% read cache hit) with the 384 Flash
cards, 2 TB cache, and 48-cores in the DS8888 all-flash.

The z-Synergy Services include IBM z/OS licensed features that are supported on the
storage system. The licensed features include IBM FICON® attachment for z Systems,
PAV, HyperPAV, SuperPAV, IBM z Systems High-Performance FICON (zHPF), and z/OS
Distributed Data Backup, as well as the option for thinly provisioned CKD volumes.

The DS8880 offers enhanced connectivity with four-port 16 Gbps and four or eight-port
8 Gbps Fibre Channel/IBM FICON host adapters (HAs). Each host adapter port can be
configured independently, based on HA speed:

— 16 Gbps can use Fibre Channel Protocol (FCP) or FICON protocol.
— 8 Gbps can use Fibre Channel Arbitrated Loop (FC-AL), FCP, or FICON protocol.
Ports that are configured for FCP can be used for mirroring.

High-Performance FICON for z Systems (zHPF) is an enhancement to IBM FICON
architecture to offload I/O management processing from the z Systems channel
subsystem to the DS8880 HA and controller. zHPF is an optional feature of the z Systems
server and of the DS8880. Recent enhancements to zHPF include Extended Distance
Facility zHPF List Pre-fetch support for IBM DB2® and utility operations, and zHPF
support for sequential access methods. All DB2 1/0O is now zHPF-capable, and now
supports the DB2 castout accelerator function that allows the DS8000 to treat a castout as
a single chain of |Os.

The 16 Gbps host adapters on the DS8880 and IBM z13® and later z Systems server
channels increase the write throughput by 50% or better. This improvement allows zHPF
Extended Distance Il to support heavy write 1/0Os over an extended distance of up to

100 km (62 miles).

Peripheral Component Interconnect Express (PCle Generation 3) I/O enclosures
complement the improved I/O bandwidth that is provided by POWERS8. The DS8880
includes new PCle Gen3-based I/O enclosures. Each I/O enclosure connects to both
internal servers over a pair of x8 PCle Gen3 cables, each of which provides 8 GBps
connectivity. An additional pair of PCle connectors on the 1/0O enclosure provides
connections to HPFEs.

Each pair of 1/0 enclosures supports up to two pairs of High-Performance Flash
Enclosures Gen2. The storage virtualization that is offered by the DS8880 allows
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organizations to allocate system resources more effectively and better control application
quality of service (QoS).

The Adaptive Multi-stream Prefetching (AMP) caching algorithm can dramatically improve
sequential performance, reducing times for backup, processing for business intelligence
and streaming media. Sequential Adaptive Replacement Cache is a caching algorithm
that allows you to run different workloads, such as sequential and random workloads,
without negatively affecting each other. For example, sequential workload does not fill up
the cache and does not affect cache hits for random workloads. Intelligent Write Caching
(IWC) improves the Cache Algorithm for random writes.

The DS8880 provides a graphical management interface to configure the DS8880, query
status information, and monitor the performance of the DS8880.

Easy Tier is a no-charge feature that enables automatic dynamic data relocation
capabilities. Easy Tier optimizes the usage of each tier, especially the use of flash storage.
No manual tuning is required. The auto-balancing algorithms also provide benefits when
homogeneous storage pools are used to eliminate hot spots on disk arrays.

Storage Tier Advisor Tool (STAT) is used with the Easy Tier feature to help clients
understand their current storage system workloads. The tool also provides guidance about
how much of their existing data is better suited for the various drive types (spinning drives
or flash).

I/O Priority Manager is a feature that provides application-level QoS for workloads that
share a storage pool. This feature provides a way to manage QoS for I/O operations that
are associated with critical workloads and gives them priority over other 1/O operations
that are associated with non-critical workloads. For IBM z/OS, the 1/O Priority Manager
allows increased interaction with the host side.

Large volume support that allows DS8880 to support logical unit number (LUN) sizes up to
16 TB. This configuration simplifies storage management tasks. In a z/OS environment,
extended address volumes (EAVs) with sizes up to 1 TB are supported.

Support for IBM System i® variable LUN adds flexibility for volume sizes. It can increase
capacity usage for IBM i environments. Before, clients were limited to fixed LUN sizes of
35 GB, 70 GB, 141 GB, and 282 GB.

The DS8880 has an Active Volume Protection feature that prevents the deletion of
volumes that are still in use.

The American National Standards Institute (ANSI) T10 Data Integrity Field (DIF) standard
is supported on IBM z Systems for Small Computer System Interface (SCSI) end-to-end
data protection on fixed-block architecture (FB) LUN volumes. This support applies to the
IBM DS8000. IBM z Systems support applies to FCP channels only.

The Dynamic Volume Expansion simplifies management by enabling easier, online
volume expansion (for open systems and z Systems) to support application data growth,
and to support data center migration and consolidation to larger volumes to ease
addressing constraints.

Thin provisioning allows the creation of over-provisioned devices for more efficient usage
of the storage capacity for open systems. Extent space-efficient volumes with small
extents are now supported. For more information, see IBM DS8880 Thin Provisioning,
REDP-5343.

Quick Initialization provides fast volume initialization for open system LUNs and count key
data (CKD) volumes. Quick Initialization allows the creation of devices, making them
available when the command completes.

Full disk encryption (FDE) can protect business-sensitive data by providing disk-based
hardware encryption that is combined with external key management software (IBM
Security Key Lifecycle Manager or Gemalto SafeNet KeySecure). FDE is available for all
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disks and drives, including flash cards and flash drives (SSD). Because encryption is
performed by the disk drive, it is transparent to host systems and it can be used in any
environment, including z/OS.

The DS8880 enables clients to comply with the Special Publication (SP) number
800-131a. This is a National Institute of Standards and Technology (NIST) directive that
provides guidance for protecting sensitive data by using cryptographic algorithms that
have key strengths of 112 bits.

The following specific features of encryption key management help address Payment Card
Industry Data Security Standard (PCl DSS) requirements:

— The storage system supports data encryption with external key servers. In addition to
the IBM Security Key Lifecycle Manager key server, DS8880 also supports the
Gemalto Safenet KeySecure key servers for customers who need to use the OASIS
Key Management Interoperability Protocol (KMIP).

— Encryption deadlock recovery key option, which allows the user to restore access to a
DS8880 when the encryption key for the storage is unavailable because of an
encryption deadlock scenario.

— Dual platform key server support, which is important if key servers on z/OS share keys
with key servers on open systems. The DS8880 requires an isolated key server in
encryption configurations. Dual platform key server support allows two server platforms
to host the key manager with either platform operating in either clear key or secure key
mode.

— Recovery key Enabling/Disabling and Rekey data key option for the FDE feature, which
can help clients satisfy PCI security standards.

Lightweight Directory Access Protocol (LDAP) authentication support, which allows single
sign-on (SSO), can simplify user management by allowing the DS8000 to rely on a
centralized LDAP directory rather than a local user repository. LDAP can be enabled
through the Copy Services Manager (CSM), which is packaged with the HMC code.

For data protection and availability needs, the DS8880 provides a rich set of point-in-time
and remote mirror and copy functions. These functions provide storage mirroring and
copying over large distances for disaster recovery or availability purposes. These
functions are also fully interoperable with previous models of the DS8000 family.

New since DS8880 Release 8.1, the CSM software (previously known as IBM Tivoli®
Productivity Center for Replication) is preinstalled on the DS8880 HMC.

Resource groups offer a policy-based resource scope-limiting function that enables the
secure use of Copy Services functions by multiple users on a DS8000 series storage
system. Resource groups are used to define an aggregation of resources and policies for
configuration and management of those resources. The scope of the aggregated
resources can be tailored to meet each hosted client’s Copy Services requirements for any
operating system platform that is supported by the DS8000 series.

The DS8880 offers enhanced z Systems Synergy items:
— Forward Error Correction (FEC)
FEC is a protocol that captures errors that are generated during data transmission.

Both the z Systems z13 (and later) and the DS8880 extend the use of FEC to complete
end-to-end coverage for 16 Gbps links and preserve data integrity with more
redundancy.
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— Fibre Channel (FC) Read Diagnostic Parameters (RDP)

FC RDP improves the end-to-end link fault isolation for 16 Gbps links on the z Systems
z13 (and later) and the DS8000. RDP data provides the optical signal strength, error
counters, and other critical information that is crucial to determine the quality of the
link.

— FICON Dynamic Routing (FIDR)

FIDR is a z Systems z13 (and later) and DS8000 feature that supports the use of
dynamic routing policies in the fabric switch to balance load across inter-switch links
(ISLs) on a per I/O basis.

— Fabric I/O Priority

Fabric I/O Priority is an end-to-end synergy feature between the z/OS Workload
Manager, Brocade SAN Fabric, and the storage system to manage QoS on a single
I/O level.

Note: For more information about the z Systems synergy features, see IBM DS8870
and IBM z Systems Synergy, REDP-5186.

The DS8000 series is certified as meeting the requirements of the IPv6 Ready Logo
program. This certification indicates its implementation of IPv6é mandatory core protocols
and the ability to interoperate with other IPv6 implementations. The IBM DS8000 can be
configured in native IPv6 environments. The logo program provides conformance and
interoperability test specifications that are based on open standards to support IPv6
deployment globally. Furthermore, the NIST tested IPv6 with the DS8000, granting it
support for the USGv6 profile and testing program.

The IBM DS8880 supports VMware vStorage application programming interfaces (APIs)
for Array Integration (VAAI). VAAI enables certain storage tasks to be offloaded from the
server hardware to the storage array. Support is included for the Atomic Test and Set
(ATS) primitive, the Cloning Blocks primitive, and the Zeroing Blocks primitive.

The IBM DS8880 supports IBM Storage Management Console for VMware vCenter. IBM
Storage Management Console for VMware vCenter is a software plug-in that integrates
into the VMware vCenter server platform. It enables VMware administrators to
independently and centrally manage their storage resources on IBM storage systems. In
addition to being a virtualization-related solution, the IBM Storage Management Console
is a powerful management solution for VMware administrators who want to control storage
resources primarily from the VMware vSphere Client GUI.

1.2 DS8880 controller options and frames

The IBM DS8880 family consists of a series of distinct models:

>

DS8888 Model 988 (Base/three-phase power) and Model 88E (Expansion)
This is an all-flash model: DS8888F.

DS8886 Model 986 (Base/three-phase power) and Model 86E (Expansion)
This model is also available in an all-flash version: DS8886F.

DS8886 Model 985 (Base/single-phase power) and Model 85E (Expansion)
This model is also available in an all-flash version: DS8886F.

DS8884 Model 984 (Base/single-phase power) and Model 84E (Expansion)
This model is also available in an all-flash version: DS8884F.

These systems are part of the 283x (hybrid) and 533x (all-flash) machine type families.
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The DS8880 includes the following features:

| 2

IBM POWERS processor technology

The DS8880 currently features the IBM POWERS processor-based server technology for
high performance. Compared to the IBM POWER7+™ processors that were used in
models of the DS8870, IBM POWERS can deliver at least 2x improvement in IOPS in
transaction-processing workload environments.

Nondisruptive upgrade path

A nondisruptive upgrade path for the DS8880 allows processor, cache, HAs, storage
upgrades, and both model 98E and 98B expansion frame upgrades to be installed
concurrently without disrupting applications.

The air-flow system allows optimal horizontal cool down of the storage system. The
DS8880 is designed for hot and cold aisle data center design, drawing air for cooling from
the front of the system and exhausting hot air at the rear. For more information, see 2.6,
“Power and cooling” on page 56.

The DS8880 offers three system class options:
— DS8888 based on POWERS8 E850 architecture

Up to 384 Flash Cards, up to 48 cores, 3.02 GHz, and up to 2 TB of system memory.
— DS8886 based on POWERS8 S824 architecture

Up to 1,536 drives (1,440 for model 986), single 8-core or 16/24 dual-core processor
configuration at 3.52 or 3.89 GHz, and up to 2 TB of system memory.

— DS8884 based on POWERS8 S822 architecture

Up to 768 drives, single socket 6-core processor configuration at 3.89 GHz, and up to
256 GB of system memory.

For more information, see 2.3.1, “IBM POWERS8-based servers” on page 35.

Note: The DS8884 Class configuration cannot be converted into a DS8886 or DS8888
Class configuration.

High-Performance Flash Enclosure

The HPFE Gen2 is a RAID enclosure that can support flash cards with capacities between
400 GB and 3.2 TB (2.5-inch form factor), in a 2U rack space. The enclosures need to be
installed in pairs. You can install up to 8 HPFE Gen2 pairs in the DS8888 all-flash system,
up to four HPFE pairs for each DS8886 in a hybrid system, and up to two HPFE Gen2
pairs in a DS8884 hybrid system.

Standard drive enclosures

The DS8880 configurations provide standard drive enclosure support for 24 small form
factor (SFF) 2.5-inch (64 mm) drives in 2U of rack space. This option helps improve the
storage density for disk drive modules (DDMs) as compared to previous enclosures.

The DS8886 configuration can support 1,536 drives, plus 192 flash cards, in a small,
high-density footprint (base frame and up to four expansion frames) that helps to preserve
valuable data center floor space with the 19-inch rack 40U extended to 46U.

The DS8884 configuration can support 768 drives, plus 96 flash cards in a small
high-density footprint (base frame and up to two expansion frames) that helps to preserve
valuable data center floor space with the 19-inch rack 40U.
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As an alternative, the DS8886 and the DS8884 also support large form factor (LFF) drive
enclosures with twelve 3.5-inch (89 mm) disk drives in 2U of rack space. LFF drive
maximums are half of the maximums of the SFF enclosures. SFF and LFF enclosures can
be intermixed within the same frame and within a DA pair, although they cannot be
intermixed within a drive enclosure pair.

1.3 DS8880 architecture and functions overview

The DS8880 offers continuity with the fundamental architecture of its predecessors, the
DS8800 and DS8870 models. This architecture ensures that the DS8880 can use a stable
and well-proven operating environment that offers optimal availability. The hardware is
optimized to provide higher performance, connectivity, and reliability.

1.3.1 Overall architecture and components

12

For more information about the available configurations for the DS8880, see Chapter 2, “IBM
DS8880 hardware components and architecture” on page 23.

IBM POWERS processor technology

The POWERS processor is manufactured by using the IBM 22 nm Silicon-On-Insulator (SOI)
technology. Each chip is 649 mm? and contains 4.2 billion transistors. The DS8880 now uses
the PCle Gen 3 I/O controllers and an interconnection system that connects all components
within the chip. The POWERS processors that are used in the DS8880 can run at 3.891 GHz
or 3.525 GHz, depending on your configuration.

POWERS processor advancements in multi-core and multithreading are remarkable. A
significant performance opportunity comes from parallelizing workloads to enable the full
potential of the microprocessor, and the large memory bandwidth. SMT allows a single
physical processor core to simultaneously dispatch instructions from more than one hardware
thread context. Although x86-based processors are limited to just two threads per core, IBM
POWER® technology also enables a processor to run in SMT4 or SMT8 modes. These
multithreading capabilities improve the 1/0 throughput of the DS8880 storage server.

The DS8880 family offers several configurations of CPCs:

» The DS8888 offers two processor configurations:

— 24-core with 1 TB memory
— 48-core with 2 TB memory

» The DS8886 offers three processor configurations:

— 8-core with 128 and 256 GB memory
— 16-core with 256 and 512 GB memory
— 24-core with 1024 and 2048 GB memory

» The DS8884 offers a single processor configuration of a 6-core with 64, 128, and 256 GB
memory.

A processor complex is also referred to as a storage server or CPC. For more information,
see Chapter 3, “Reliability, availability, and serviceability on the IBM DS8880” on page 65.
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Internal PCle-based fabric

The new 1I/O enclosure pairs are PCle Gen3-capable. The new I/O enclosure supports six
PCle adapter slots and two additional direct-attached, high-performance flash enclosure
ports. The I/O enclosures are attached to the POWERS servers by two x8 PCle Gen3 cables.
The internal transfer rate to each I/O bay is four times faster compared to the earlier model.

For more information, see Chapter 2, “IBM DS8880 hardware components and architecture”
on page 23.

High-performance flash enclosure

The HPFEs connect to the I/O enclosures over a PCle fabric, which increases bandwidth and
transaction-processing capability. The original HPFE that was used in the earlier DS8880
models (980, 981, 982) was a 1U enclosure that contained integrated dual Flash RAID
adapters, with up to 30 flash cards 1.8-inch (400/800 GB). The HPFE Gen2, which is based
on 2.5-inch flash cards (up to 3.2 TB) and installed in the models 984/985/986/988, comes in
pairs of 2U enclosures, with each such pair holding up to 48 flash cards. HPFEs and flash
cards provide up to a 4x throughput improvement compared to ordinary flash drives.

When comparing both HPFE generations, the Gen2 integrated flash RAID controller delivers
significantly increased performance and capacity figures. Each flash adapter pair, and thus
each HPFE pair, delivers up to 500K IOPS, and up to 14 GBps and 9.3 GBps for read and
write bandwidth respectively.

For more information, see Chapter 2, “IBM DS8880 hardware components and architecture”
on page 23.

Device adapters

The DS8880 Standard Drive Enclosures connect to the processor complexes through 8 Gbps
four-port Fibre Channel device adapters (DAs). They are optimized for flash drive (SSD)
technology and designed for long-term scalability growth. For more information, see

Chapter 2, “IBM DS8880 hardware components and architecture” on page 23.

Switched Fibre Channel Arbitrated Loop

When connecting to the standard drive enclosures, the DS8880 uses an 8 Gb switched
FC-AL architecture to connect the DAs to these enclosures. The DAs connect to the controller
cards in the drive enclosures by using FC-AL with optical shortwave multi-mode
interconnections. The Fibre Channel interface cards (FCICs) provide point-to-point SAS
connections to each drive and DA, providing four paths from the DS8880 processor
complexes to each disk drive. For more information, see Chapter 2, “IBM DS8880 hardware
components and architecture” on page 23.

Drive options

In addition to flash cards, the DS8880 offers the following disk drives to meet the
requirements of various workloads and configurations. For more information, see Chapter 7,
“IBM DS8880 physical planning and installation” on page 179.

» 400 GB, 800 GB, and 1.6 TB flash drives (SSDs) for higher performance requirements

» 300 and 600 GB 15K revolutions per minute (RPM) enterprise disk drives for
high-performance requirements

» 600 GB, 1.2 TB, and 1.8 TB 10K RPM disk drives for standard performance requirements
» 4 TBand6 TB 7,200 RPM nearline LFF disk drives for large-capacity requirements

Chapter 1. Introduction to the IBM DS8880 13



14

Flash drives provide up to 100 times the throughput and 10 times lower response time than
15K RPM spinning disks. They also use less power than traditional spinning drives. For more
information, see Chapter 7, “IBM DS8880 physical planning and installation” on page 179.

All drives and flash cards in the DS8880 are encryption-capable. Enabling encryption is
optional. It requires at least two key servers with the IBM Security Key Lifecycle Manager
software, or the Gemalto Safenet, OASIS Key Management Interoperability Protocol (KMIP)
compatible software.

IBM Easy Tier

Easy Tier enables the DS8880 to automatically balance I/O access to disk drives to avoid hot
spots on disk arrays. Easy Tier can place data in the storage tier that best suits the access
frequency of the data. Highly accessed data can be moved nondisruptively to a higher tier, for
example, to flash drives. Cold data or data that is primarily accessed sequentially is moved to
a lower tier (for example, to nearline disks). Easy Tier includes additional components:

» Easy Tier Application is an application-aware storage utility to help deploy storage more
efficiently by enabling applications and middleware to direct more optimal placement of the
data by communicating important information about current workload activity and
application performance requirements. It is possible for DB2 applications in z/OS
environments to give hints of data placement to Easy Tier at the data set level.

» Easy Tier Heat Map Transfer (HMT) can take the data placement algorithm on the Metro
Mirror/Global Copy/Global Mirror (MM/GC/GM) primary site and reapply it to the
MM/GC/GM secondary site when failover occurs by using the Easy Tier Heat Map
Transfer Utility (HMTU). With this capability, the DS8000 systems can maintain
application-level performance. The Easy Tier HMT functions support Metro/Global Mirror
(MGM) to transfer a heat map automatically to a tertiary site.

Note: Easy Tier Server has been removed from marketing support. It is replaced with the
Flash Cache option of AIX 7.2.

The following newer Easy Tier controls are available:

» For Easy Tier to function effectively, it needs some free extents in each extent pool to be
able to move around extents. A storage administrator can keep an eye on this and make
sure that not all capacity is allocated. However, there is a new control to let the system
reserve some space for Easy Tier extent movements. The control is available, for example
by use of the chsi command specifying -etsrmode enable to enable space reservation for
Easy Tier.

» Another new control is the allocation policy for new volumes. In previous implementations,
new storage was allocated from Tier 1 if available and then from Tier 2, while Tier 0 was
not preferred. You can change the allocation policy now according to your needs with the
chsi command and the -ettierorder highutil or highperf. The data allocation order
can be changed between ENT — NL — SSD(highutil) and SSD — ENT — NL(highperf).

For more information about the Easy Tier features, see the following resources:

IBM DS8000 EasyTier, REDP-4667

DS8870 Easy Tier Application, REDP-5014

IBM DS8870 Easy Tier Heat Map Transfer, REDP-5015
IBM DS8870 and IBM z Systems Synergy, REDP-5186

v
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Host adapters
The DS8880 offers 16 Gbps and 8 Gbps Fibre Channel host adapters:

» The 16 Gbps FC adapter has four 16 Gbps-capable ports. Each port independently
auto-negotiates to 4, 8, or 16 Gbps link speed, and it can be configured to FCP or FICON.

» The 8 Gbps FC adapter has four or eight 8 Gbps-capable ports. Each port independently
auto-negotiates to 2, 4, or 8 Gbps link speed, and it can be configured to FC-AL, FCP, or
FICON.

For more information, see Chapter 2, “IBM DS8880 hardware components and architecture”
on page 23.

Storage Hardware Management Console for the DS8880

The HMC is the focal point for maintenance activities and contains a version of CSM. The
HMC is a dedicated workstation that is physically inside the DS8880. The HMC can
proactively monitor the state of your system and notify you and IBM when service is required.
It can also be connected to your network to enable centralized management of your system
by using the IBM data storage command-line interface (DS CLI). The HMC supports the IPv4
and IPv6 standards. For more information, see Chapter 8, “IBM DS8880 Management
Console planning and setup” on page 203.

A second HMC is available as an optional feature. The console can be used as a redundant
management console for environments with high availability requirements. It is also in the
bottom primary frame, and contains a copy of the CSM that also includes an LDAP proxy
server.

Isolated key server

The IBM Security Key Lifecycle Manager software performs key management tasks for IBM
encryption-enabled hardware, such as the IBM DS8880. IBM Secure Lifecycle Manager
provides, protects, stores, and maintains encryption keys that are used to encrypt information
that is written to, and decrypt information that is read from encryption-enabled disks.

The DS8880 ships with FDE drives. To configure a DS8880 to use encryption, at least two
IBM key servers are required. An isolated key server with dedicated hardware and
non-encrypted storage resources is required. It can be ordered from IBM. For more
information, see 7.3.6, “Key manager servers for encryption” on page 198.

Alternatively, starting with DS8000 Release 8.1, customers who need to comply with the
KMIP have the possibility to use the Gemalto SafeNet KeySecure as the external key server.
For details, see the IBM DS8880 Data-at-rest Encryption, REDP-4500.

1.3.2 Storage capacity

The physical storage capacity for the DS8880 is installed in fixed increments that are called
drive sets and flash card sets. A drive set contains 16 DDMs, all of which have the same
capacity and the same rotational speed. Nearline drives are available in half sets (8) or full
sets (16) of disk drives or DDMs. High-performance flash cards are available in sets of 16.

The available drive options provide industry-class capacity and performance to address a
wide range of business requirements. The DS8880 storage arrays can be configured as
RAID 6, RAID 10, or RAID 5, depending on the drive type. Note that RAID 6 is now the default
and preferred setting for the DS8880. RAID5 can be configured for drives of less than 1 TB,
but this is not recommended and requires a risk acceptance. RAID10 continues to be an
option for all drive types.
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For more information, see 2.2, “DS8880 configurations and models” on page 26.

1.3.3 Supported environments

The DS8000 offers connectivity support across a broad range of server environments,
including IBM Power Systems™, z Systems, and Lenovo System x servers, servers from
Oracle and HPE, non-IBM Intel, and AMD-based servers.

The DS8000 supports over 90 platforms. For the current list of supported platforms, see the
DS8000 System Storage Interoperation Center (SSIC) at this website:
https://www.ibm.com/systems/support/storage/ssic

For more information about the supported environments, see IBM System Storage DS8000:
Host Attachment and Interoperability, SG24-8887.

This rich support of heterogeneous environments and attachments, with the flexibility to
easily partition the DS8000 storage capacity among the attached environments, can help
support storage consolidation requirements and dynamic environments.

1.3.4 Configuration flexibility
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The DS8000 series uses virtualization techniques to separate the logical view of hosts onto
LUNSs from the underlying physical layer, providing high configuration flexibility. For more
information about virtualization, see Chapter 4, “Virtualization concepts” on page 97.

Dynamic volume expansion

Dynamic volume expansion increases the capacity of open systems and z Systems volumes,
while the volume remains connected to a host system. This capability simplifies data growth

by providing volume expansion without taking volumes offline. Certain operating systems do

not support a change in volume size. Therefore, a host action is required to detect the change
after the volume capacity is increased.

Large LUN and large count key data volume support

You can configure LUNs and volumes to span arrays, allowing for larger LUN sizes of up to
16 TB in open systems. Copy Services are not supported for LUN sizes that are greater than
2 TB.

The maximum CKD volume size is 1,182,006 cylinders (1 TB), which can greatly reduce the
number of volumes that are managed. This large CKD volume type is called a 3390 Model A.
It is referred to as an extended address volume (EAV).

T10 data integrity field support

The DS8880 supports the T10 DIF standard for FB volumes that are accessed by the FCP
channel of Linux on z Systems and IBM AIX on Power Systems. You can define LUNs with an
option to instruct the DS8880 to use the CRC-16 T10 DIF algorithm to store the data. You can
also create T10 DIF-capable LUNs. The support for IBM i variable LUNs now adds flexibility
for volume sizes and can increase capacity utilization for IBM i environments.
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VMware VAAI support

The VAAI feature offloads specific storage operations to disk arrays for greatly improved
performance and efficiency. With VAAI, VMware vSphere can perform key operations faster
and use less CPU, memory, and storage bandwidth. The DS8880 supports the VAAI
primitives ATS, which is also known as Compare and Write for hardware-assisted locking, and
Clone Blocks (Extended Copy or XCOPY for hardware-assisted move or cloning). VAAI also
supports Write Same, Site Recovery Manager (SRM), vCenter plug-in, and variable LUN
size.

OpenStack

The DS8000 supports the OpenStack cloud management software for business-critical
private, hybrid, and public cloud deployments. The DS8880 supports features in the
OpenStack environment, such as volume replication and volume retype. The current
supported release is the OpenStack Newton, but also older versions can be used with the
respective IBM Storage Driver software level.

For more information about the DS8870 and OpenStack, see Using IBM DS8870 in an
OpenStack Environment, REDP-5220.

RESTful API

With the DS8880 support of RESTful API services, DS8880 clients or cloud administrators
can design and implement the DS8880 management applications by using the
Representational State Transfer (REST) software architecture.

For more information about the RESTful API, see Exploring the DS8870 RESTful API
Implementation, REDP-5187.

Flexible LUN-to-LSS association

With no predefined association of arrays to logical subsystems (LSSs) on the DS8000 series,
users can put LUNs or CKD volumes into LSSs and make the best use of the 256 address
range, particularly for z Systems.

Simplified LUN masking

In the new GUI, LUNs are directly mapped to the host, and the user cannot define volume
groups. Volume groups still exist on the DS8880 systems, but they are not visible from the
GUI because they are created in the background during the assignment of a volume to the
host.

Thin-provisioning features

Volumes in the DS8880 can be provisioned as full or thin. When clients plan capacity, they
need to consider the number of volumes in the extent pool (or overall storage system) and the
degree of over-allocation that is planned for.

These volumes feature enabled over-provisioning capabilities that provide more efficient

usage of the storage capacity and reduced storage management requirements. For more
information, see Chapter 4, “Virtualization concepts” on page 97. For details, refer to/BM
DS8880 Thin Provisioning, REDP-5343.

Maximum values of logical definitions
The DS8000 features the following maximum values for the major logical definitions:

» Upto 256 LSSs
» Up to 65,280 logical devices
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» Upto 16 TB LUNs
» Upto 1,182,006 cylinder (1 TB) CKD volumes
» Up to 130,560 FICON logical paths (512 logical paths for each control unit image) on the

DS8000
» Up to 1,280 logical paths for each FC port
» Up to 8,192 process logins (509 for each SCSI-FCP port)

1.3.5 Copy Services functions

For IT environments that cannot afford to stop their systems for backups, the DS8880
provides IBM FlashCopy®. This fast replication technique can provide a point-in-time copy of
the data in a few seconds or even less.

Note: FlashCopy Space Efficient (based on Track Space Efficient) is not supported by the
DS8880. FlashCopy targets based on Extent Space Efficient volumes with small extents
are now the alternative for both Open and z/OS. For more information, see IBM DS8880
Thin Provisioning, REDP-5343.

For data protection and availability needs, the DS8880 provides Metro Mirror, Global Mirror,
Global Copy, Metro/Global Mirror, and z/OS Global Mirror, which are Remote Mirror and Copy
functions. These functions are also available and are fully interoperable with previous models
of the DS8000 family. These functions provide storage mirroring and copying over large
distances for disaster recovery or availability purposes.

Copy Services scope limiting is the ability to specify policy-based limitations on Copy
Services requests. With the combination of policy-based limitations and other inherent
volume-addressing limitations, you can control these objects:

» Volumes that can be in a Copy Services relationship

» Which network users or host logical partitions (LPARs) can issue Copy Services requests
on which resources

» Other Copy Services operations

For more information about Copy Services, see Chapter 5, “DS8000 Copy Services overview
on page 129. You can also see DS8000 Copy Services, SG24-8367.

1.3.6 Service and setup
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The installation of the DS8000 is performed by IBM in accordance with the installation
procedure for this system. The client’s responsibility is the installation planning, retrieval, and
installation of feature activation codes, logical configuration, and execution.

For maintenance and service operations, the storage HMC is the focus. The management
console is a dedicated workstation that is physically inside the DS8880 where it can
automatically monitor the state of your system. It notifies you and IBM when service is
required. Generally, use a dual-HMC configuration, particularly when Full Disk Encryption is
used.
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The HMC is also the interface for remote services (call home and remote support), which can
be configured to meet client requirements. It is possible to allow one or more of the following
configurations:

» Call home on error (machine-detected)
» Connection for a few days (client-initiated)
» Remote error investigation (service-initiated)

The remote connection between the management console and the IBM Service organization
is performed by using the Assist On-site (AOS) feature. AOS offers more options, such as
Secure Sockets Layer (SSL) security and enhanced audit logging. For more information, see
IBM Assist On-site for Storage Overview, REDP-4889.

The DS8000 storage system can be ordered with an outstanding four-year warranty (an
industry first) on hardware and software.

1.3.7 IBM Certified Secure Data Overwrite

IBM Certified Secure Data Overwrite (SDO) is a process that provides a secure overwrite of
all data storage in a DS8880 storage system. Before you perform a secure data overwrite,
you must remove all logical configuration. Encryption groups, if configured, must also be
disbanded. The process is then initiated by the IBM service support representative (SSR).
The process continues unattended until it completes. This process takes a full day to
complete. Two DDM overwrite options exist.

DDM overwrite options
Two DDM overwrite options exist for SDO: Cryptoerase and three-pass overwrite.

Cryptoerase

This option performs a cryptoerase of the drives, which invalidates the internal encryption key
on the DDMs, rendering the previous key information unreadable. It then performs a
single-pass overwrite on all drives.

Three-pass overwrite

This option also performs a cryptoerase of the drives, then performs a three-pass overwrite
on all drives. This overwrite pattern allows compliance with the NIST Special Publication
800-88r1 standard.

CPC and HMC

A three-pass overwrite is performed on both the CPC and HMC disk drives. If a secondary
HMC is associated with the storage system, SDO is run against the secondary HMC after the
run completes on the primary HMC.

SDO process overview
The SDO process can be summarized in these steps:

The client removes all logical configuration and encryption groups.
The IBM SSR starts SDO from the HMC.

SDO performs a dual-cluster restart of the CPCs.

SDO cryptoerases all drives and flash cards in the storage system.
SDO starts an overwrite method.

SDO starts a three-pass overwrite on the CPC and HMC hard disks.
When the SDO process completes, SDO generates a certificate.

Nookrwd~
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Certificate

The certificate provides written verification, by drive or Flash Card serial number, of the full
result of the overwrite operations. You can retrieve the certificate by using DSCLI, or the IBM
SSR can offload the certificate to removable media, and provide the media to you.

1.4 Performance features

The DS8880 offers optimally balanced performance. The DS8880 incorporates many
performance enhancements, such as a dual multi-core IBM POWERS processor complex
implementation in the DS8886, fast 16 Gbps, and 8 Gbps Fibre Channel/FICON host
adapters, HPFE dedicated flash architecture in second generation, classical flash drives, and
high-bandwidth, fault-tolerant point-to-point PCI Express Gen-3 internal connections.

With all of these components, the DS8880 is positioned at the top of the high-performance
category.

1.4.1 16 Gbps host adapters

The DS8880 supports 16 Gbps host adapters. This connectivity reduces latency and provides
faster single stream (12% - 14% improvements for zHPF) and per port throughput. These
cards can work also with 8 or 4 Gbps compatibility, with no FC-AL connections. The Lights on
Fastload feature avoids path disturbance during code loads on 16 Gbps host adapters.

1.4.2 Sophisticated caching algorithms
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IBM Research conducts extensive investigations into improved algorithms for cache
management and overall system performance improvements. To implement sophisticated
caching algorithms, it is essential to include powerful processors for the cache management.
With a 4 KB cache segment size and up to 2 TB overall cache sizes, the tables to maintain
the cache segments become large.

Sequential Prefetching in Adaptive Replacement Cache

One of the performance features of the DS8000 is its self-learning cache algorithm, which
optimizes cache efficiency and enhances cache hit ratios. This algorithm, which is used in the
DS8000 series, is called Sequential Prefetching in Adaptive Replacement Cache (SARC).

SARC provides the following abilities:

» Sophisticated algorithms to determine the data to store in cache that is based on recent
access and the frequency needs of the hosts

» Prefetching, which anticipates data before a host request and loads it into cache

» Self-learning algorithms to adaptively and dynamically learn the data to store in cache that
is based on the frequency needs of the hosts

Adaptive Multi-stream Prefetching

AMP is a breakthrough caching technology that improves performance for common
sequential and batch processing workloads on the DS8000. AMP optimizes cache efficiency
by incorporating an autonomic, workload-responsive, and self-optimizing prefetching
technology.
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Intelligent Write Caching

Intelligent Write Caching (IWC) improves performance through better write-cache
management and destaging the order of writes. It minimizes disk actuator movements on
writes so that the disks can perform more 1/O in total. IWC can also double the throughput for
random write workloads. Specifically, database workloads benefit from this new IWC cache
algorithm.

SARC, AMP, and IWC play complementary roles. Although SARC is carefully dividing the
cache between the RANDOM and the SEQ lists to maximize the overall hit ratio, AMP is
managing the contents of the SEQ list to maximize the throughput that is obtained for the
sequential workloads. IWC manages the write cache and decides the order and rate to
destage to disk.

1.4.3 Flash storage

Today’s installations of new storage systems are mostly either hybrid (multitier) installations,
mixing spinning drives and flash together in one system. It is sometimes also referred to as a
Hybrid-flash array (HFA) then. For clients considering an all-flash strategy, an All-flash array
(AFA) can be deployed.

The IBM DS8880 offers the following options:

» The DS8880 can act as a Tier 1 machine, or combine flash and HDDs into a multitier
hybrid-flash storage system, with automated algorithms optimizing the tiering and placing
hot areas onto flash.

» The DS8880 can hold a large quantity of flash drives (SSDs) to allow an all-flash
deployment in larger capacities, thereby already benefitting from the low SSD latency
values for each I/0, and having an All-flash array.

» You can also configure the DS8880 with High-Performance Flash Enclosures exclusively,
for an all-flash solution or in a hybrid (mixed) configuration.

To improve data transfer rate (IOps) and response time, the DS8880 supports flash drives
and high-performance flash cards, which are based on NAND technology. With the flash
cards and the specific architecture being used in the High-Performance Flash Enclosures,
much higher I0ps densities (I0ps/GB) are possible, than with ordinary SSDs.

The flash drives feature improves I/O transaction-based performance over traditional spinning
drives in standard drive enclosures. The DS8880 is available with 400 GB, 800 GB, and
1.6 TB encryption-capable flash drives.

High-performance flash cards offer even higher throughputs by using the integrated Flash
RAID adapters in the HPFE, and PCI Express connections to the processor complexes. The
DS8880 is available with encryption-capable flash cards in capacities from 400 GB to 3.2 TB.
Flash drives and flash cards are high-IOPS class enterprise storage devices that are targeted
at Tier 0, I/O-intensive workload applications that can use a high level of fast-access storage.
Flash drives offer many potential benefits over rotational drives, including better IOPS, lower
power consumption, less heat generation, and lower acoustical noise. For more information,
see Chapter 7, “IBM DS8880 physical planning and installation” on page 179.
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1.4.4 Performance for z Systems

The DS8000 series supports the following IBM performance enhancements for z Systems
environments:

>

PAVs enable a single z Systems server to simultaneously process multiple I/O operations
to the same logical volume, which can significantly reduce device queue delays. This
reduction is achieved by defining multiple addresses for each volume. With Dynamic PAV,
the assignment of addresses to volumes can be automatically managed to help the
workload meet its performance objectives and reduce overall queuing.

HyperPAV is designed to enable applications to achieve equal or better performance than
with PAV alone, while also using fewer unit control blocks (UCBs) and eliminating the
latency in targeting an alias to a base. With HyperPAV, the system can react immediately
to changing 1/0O workloads.

New since DS8880 release 8.1, SuperPAV allows z/OS to use an alias address from
another LCU.

Multiple Allegiance expands the simultaneous logical volume access capability across
multiple z Systems. This function, with PAV, enables the DS8000 to process more I/Os in
parallel, which improves performance and enables greater use of large volumes.

I/O priority queuing allows the DS8000 series to use I/O priority information that is
provided by the z/OS Workload Manager to manage the processing sequence of
I/O operations at the adapter level.

I/O Priority Manager provides application-level QoS for workloads that share a storage
pool. It provides a way to manage QoS for I/O operations of critical workloads and gives
them priority over other I/O operations that are associated with non-critical workloads. For
z/OS, the I/O Priority Manager allows increased interaction with the host side (zZWLM
integration).

zHPF reduces the effect that is associated with supported commands on current adapter
hardware. This configuration improves FICON throughput on the DS8000 1/O ports. The

DS8000s also supports the new zHPF 1/0O commands for multi-track I/O operations, DB2
list-prefetch, sequential access methods, and DB2 castout acceleration.

zHyperwrite is another enhancement for DB2 clients. In a z/OS Metro Mirror environment,
it enables DB2 log updates to be written to the primary and secondary volumes in parallel.
This configuration reduces the latency for log writes, and so improving transactional
response times and log throughput. The Metro Mirror primary volume needs to be enabled
with IBM HyperSwap® by either IBM Geographically Dispersed Parallel Sysplex™ (IBM
GDPS®) or CSM.

For more information about performance on z Systems, see IBM DS8870 and IBM z Systems
Synergy, REDP-5186.

1.4.5 Performance enhancements for IBM Power Systems
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Many IBM Power Systems users can benefit from the following DS8000 features:

>

>
>
>

End-to-End I/O priorities
Cooperative caching

Long busy wait host tolerance
Automatic port queues

For more information about performance enhancements, see Chapter 6, “Designed for
performance” on page 145.
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IBM DS8880 hardware
components and architecture

This chapter describes the hardware components of the IBM DS8880. It provides insights into
the architecture and individual components.

This chapter covers the following topics:

Terminology of the DS8880

DS8880 configurations and models

DS8880 architecture overview

I/O enclosures and adapters

Storage enclosures and drives

Power and cooling

Management Console and network

Hardware feature summary for DS8880 configurations
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2.1 Terminology of the DS8880

It is important to understand the naming conventions that are used to describe the DS8880
components and features. Although most terms are introduced in other chapters of this book,
they are repeated and summarized here.

2.1.1 Storage system

24

The term storage system describes a single DS8880 (base frame plus optional expansion
frames).

Base frame

The DS8880 has three available base frame models. The model numbers will depend on the
hardware release for each DS8888, DS8886, or DS8884 system configuration. The base
frame models for each are listed in Figure 2-1.

Each is a complete storage system that can be contained within a single base frame. To
increase the storage capacity and connectivity, expansion frames can be added. Each base
frame is equipped with a Hardware Management Console (HMC). The base frame can also
contain an optional second HMC.

For more information about the base frame configuration, see 2.2.4, “DS8880 base frames”
on page 31.

Hardware Release Base Frame Model Expansion Frame Model Max Expansion Frames
DS8888 Configuration
8.1 982 98F 1
8.2 988 88E 1
DS8886 Configuration
8.0 981 98E 4
8.2 985 (Single-phase power) 85E 4
8.2 986 (Three-phase power) 86E 4
DS8884 Configuration
8.0 980 98B 2
8.2 984 84E 2

Figure 2-1 Frame models by system configuration and hardware release

Expansion frame

For each of the DS8888, DS8886, and DS8884 system configurations, one or more optional
expansion frames can be installed. The model numbers for the expansion frames likewise will
depend on the hardware release and system configuration of the base frame. The expansion
frame models for each are also listed in Figure 2-1.

For each system configuration, the first expansion frame provides additional storage capacity
and can also contain additional I/0 enclosures. Subsequent expansion frames provide
additional storage capacity.

A single expansion frame can be added to the DS8888 configuration. Up to four expansion
frames can be added to the DS8886 configuration, and up to two expansion frames can be
added to the DS8884 configuration.

To add an expansion frame to a DS8888, the system must first be configured with 2048 GB of
total system memory. This configuration includes two additional 12-core processors per
server, for a total of 48 cores per server.

IBM DS8880 Architecture and Implementation (Release 8.2.1)



To add expansion frames to a DS8886 system, the system must first be configured with a
minimum of 256 GB of total system memory and 16-core processors per server.

For a DS8884 system, the minimum total system memory that is required to add expansion
frames is 128 GB.

All DS8880 system memory and processor upgrades can be performed concurrently.

Expansion frames of previous generation DS8000 storage systems are not supported and
cannot be installed in a DS8880 storage system. DS8880 expansion frames can only be
added to systems with the same configuration and hardware release. For more information
about the expansion frame configuration, see 2.2.5, “DS8880 expansion frames” on page 33.

2.1.2 Management Console

The Management Console, also known as the HMC, is the focal point for management
operations of the DS8880. The HMC provides connectivity to the client network, and
communications to the system private networks, power subsystem, and other management
domains. All storage configuration, user-controlled tasks, and service actions are managed
through the HMC. Although many other IBM products use an HMC, the installed Licensed
Internal Code (LIC) makes the DS8880 HMC unique to these systems.

The DS8880 HMC also includes the IBM Copy Services Manager code. For details, see IBM
DS8880 Integrated Copy Services Manager and LDAP Client on the HMC, REDP-5356.

2.1.3 Central processor complex

The DS8880 has two POWERS servers, which are referred to as central processor complexes
(CPCs). The CPC is also known as the processor complex or the internal server. The CPCs
for each model type have these characteristics:

» Each DS8888 CPC can have either 24 or 48 processor cores, and either 512 GB or
1024 GB of processor memory, for 1024 GB or 2048 GB of total system memory.

» Each DS8886 CPC can have 8 - 24 processor cores, and 64 - 1,024 GB of processor
memory, for 128 GB - 2048 GB of total system memory.

» Each DS8884 CPC has six processor cores and can have 32 - 128 GB of processor
memory, for 64 GB - 256 GB of total system memory.

Both CPCs in a DS8880 system share the system workload. The CPCs are redundant, and
either CPC can fail over to the other CPC if a failure occurs, or for scheduled maintenance or
upgrade tasks. The CPCs are identified as CPC 0 and CPC 1. A logical partition in each CPC
runs the AIX V7.x operating system and storage-specific LIC. This logical partition is called
the storage node. The storage servers are identified as Node 0 and Node 1.

Similar to earlier generations of the IBM DS8000 series, the DS8880 consists of one base
frame, and up to four optional expansion frames. The CPCs reside in the base frame, and can
be upgraded with additional processor cores and system memory to accommodate growing
performance, or when additional storage capacity or host connectivity is required.

Upgrades from the smallest to the largest configuration in terms of system memory;,
processors, storage capacity, and host attachment can be performed concurrently.

Note: The DS8884, DS8886, and DS8888 hardware platforms are specific to each
configuration. Upgrades are not supported from one hardware platform to another.
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2.2 DS8880 configurations and models

This section presents the current DS8880 configurations and models. The DS8880 storage
systems are associated with machine type 283x, or 533x for All-Flash models. The last digit of
the machine type corresponds to the length of warranty option chosen, where x equals the
number of years. DS8880 offers a one-year, two-year, three-year, or four-year warranty
period. Expansion frames must have the same machine type as the base frame.

The DS8880 is designed for modular expansion. From a high-level view, IBM offers three
configurations of the DS8880:

» DS8888 configuration
» DS8886 configuration
» DS8884 configuration

However, the physical frames themselves are almost identical. The main variations are the
combinations of CPCs, I/O enclosures, storage enclosures, disks, and direct current
uninterruptable power sources (DC-UPSs) that the frames contain.

2.2.1 DS8888 All-Flash configuration
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The DS8888 is available with dual 24-core, or dual 48-core processor complexes, with up to
16 Fibre Channel/Fibre Channel connection (FICON) host adapters (HAs) in the base frame,
and up to 16 additional Fibre Channel/FICON HAs in the optional expansion frame, for a total
of up to 128 host ports in the system as shown in Figure 2-2.

I HPFE Gen-2 17
6U
8U Empty
lL HPFE Gen-2 19
3
HPFE Gen-2 16 HPFE Gen-2 21
HPFE Gen-2 18
HPFE Gen-2 20
{[e] {[e]
Enclosure | [ Enclosure
l[e] l[e]
40U i
I[e} I[e]
Enclosure || Enclosure
l[e] l[e]
Enclosure || Enclosure

DC-UPS 1 DC-UPS 2 DC-UPS 1 | | DC-UPS 2

Base Frame Expansion Frame

Figure 2-2 Front view of fully configured DS8888 All-Flash configuration
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The DS8888 configuration can be configured with either 1 TB or 2 TB of system memory, and
up to four High-Performance Flash Enclosure (HPFE) Gen2 pairs in the base frame. An
additional four HPFE Gen2 pairs can be added in the expansion frame. Each HPFE Gen2
pair can contain either 16, 32, or 48 Flash Cards, of 400 GB, 800 GB, 1.6 TB, or 3.2 TB
capacity. The DS8888 All-Flash configuration offers up to 1228.8 TB of raw flash storage
capacity.

Figure 2-2 on page 26 shows a newer fully configured DS8888 All-Flash configuration, for
hardware available with release 8.2.1. The first frame contains the processor complexes, 1/0
enclosures, and up to four HPFE Gen2 pairs. The second frame contains four additional 1/0
enclosures, and up to four additional HPFE Gen2 pairs.

Each frame contains two standard 3-phase DC-UPSs that supply redundant power for all
installed components. All DC-UPSs in a system contain one battery service module (BSM)
set, whether the extended power line disturbance (ePLD) feature is installed or not.

Note: The DS8888 configuration supports only three-phase input power.

2.2.2 DS8886 configuration

The DS8886 is available with dual 8-core, dual 16-core, or dual 24-core processor complexes,
with up to 16 Fibre Channel/FICON host adapters HAs in the base rack, and up to 16 Fibre
Channel/FICON HAs in the first expansion rack, for a total of up to 128 host ports in the
system.

The DS8886 configuration is optimized for performance. It is highly scalable, offering a wide
range of options for long-term growth. The DS8886 can be configured with 128 GB - 2 TB of
system memory and supports up to four expansion frames.
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Figure 2-3 shows a fully configured, five-frame DS8886 configuration with single-phase
DC-UPSs. The leftmost frame is a base frame that contains the processor complexes, 1/0
enclosures, standard drive enclosures, and HPFE Gen2s. The second frame is the first
expansion frame that contains I/O enclosures, HPFEs, and standard drive enclosures. The
third and fourth frames are also expansion frames that contain only standard drive

enclosures.
6U
DA 0 Disk Enclosure 14U Empty
DA 0 Disk Enclosure
DA 0 Disk Enclosure
DA 0 Disk Enclosure
DA 2 Disk Enclosure DA 0 Disk Enclosure
HPFE 16 DA 2 Disk Enclosure DA 0 Disk Enclosure
DA 2 Disk Enclosure
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Enclosure | [ Enclosure
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[[[e} o
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[[e} 1o DA 2 Disk Enclosure
Enclosure | | Enclosure

DA 2 Disk Enclosure

Base Frame First Expansion Frame Second Expansion Frame Third Expansion Frame Fourth Expansion Frame

Figure 2-3 Front view of fully configured DS8886 configuration with single-phase DC-UPSs

Each frame contains two standard single-phase DC-UPSs or two optional 3-phase DC-UPSs
that supply redundant power for all installed components. All DC-UPSs in a system contain
one BSM set, whether the ePLD feature is installed or not.

Note: All DC-UPSs in a system must be either single-phase or 3-phase. DS8886 systems
do not support field conversion from single-phase to 3-phase DC-UPSs, or from 3-phase to
single-phase DC-UPSs.
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Figure 2-4 shows the same configuration with 3-phase DC-UPSs and HPFEs Gen2.
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Figure 2-4 Front view of fully configured DS8886 configuration with 3-phase DC-UPSs

2.2.3 DS8884 configuration

The DS8884 configuration is available with a 6-core processor complex, with up to eight Fibre
Channel/FICON HAs in the base frame, and up to eight Fibre Channel/FICON HAs in the first
expansion frame, for a total of up to 128 host ports in the system.

The DS8884 configuration employs a different standard drive enclosure cabling scheme to
reduce initial configuration costs compared to the DS8886 configuration. The DS8884
configuration increases device adapter (DA) utilization, prioritizing cost-effective storage
capacity growth. The DS8884 configuration can be configured with 64 GB - 256 GB of system
memory. The DS8884 configuration supports up to two expansion frames.
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Figure 2-5 shows a fully configured three-frame DS8884 configuration. The leftmost frame is
the base frame that contains the processor complexes, I/O enclosures, standard drive
enclosures, and HPFEs Gen2. The second frame is the first expansion frame that contains
I/O enclosures, HPFEs, and standard drive enclosures. The third frame is also an expansion
frame that contains only standard drive enclosures.

Each frame contains two standard single-phase DC-UPSs that supply redundant power for all
installed components. All DC-UPSs in a system contain one BSM set, whether the ePLD
feature is installed or not.

Note: The DS8884 configuration supports only single-phase input power.

3U Empty

DA 2 Disk Enclosure

3U Empty

4U Empty

DA 2 Disk Enclosure

DA 2 Disk Enclosure DA 3 Disk Enclosure
DA 2 Disk Enclosure DA 3 Disk Enclosure
DA 2 Disk Enclosure DA 3 Disk Enclosure
DA 2 Disk Enclosure DA 3 Disk Enclosure
DA 2 Disk Enclosure DA 3 Disk Enclosure
DA 2 Disk Enclosure DA 3 Disk Enclosure
HPFE Gen-2 18 DA 3 Disk Enclosure
DA 3 Disk Enclosure

5

1o /0
Enclosure | | Enclosure

l[e] [e]
Enclosure | | Enclosure

k|

DC-UPS 1 DC-UPS 2 DC-UPS 1 DC-UPS 2 DC-UPS 1 DC-UPS 2

Base Frame First Expansion Frame Second Expansion Frame

Figure 2-5 Front view of fully configured DS8884 configuration
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2.2.4 DS8880 base frames

As mentioned in 2.1.1, “Storage system” on page 24, the DS8880 storage system is available
in three different base frame models. Each base frame model number is determined by the
configuration and the hardware version. The specific combinations are shown in Figure 2-1
on page 24.

The DS8880 base frames accommodate the following components:
» High-Performance Flash Enclosure Gen2
The following configurations are possible:

e Up to four HPFE Gen2 enclosure pairs in the DS8888 configuration base frame.
¢ Up to two HPFE Gen2 enclosure pairs in the DS8886 configuration base frame.
¢ Up to one HPFE Gen2 enclosure pair in the DS8884 configuration base frame.

Each HPFE Gen2 enclosure pair can accommodate sixteen, thirty-two, or forty-eight flash
cards. Flash cards are available in 400 GB, 800 GB, 1.6 TB, and 3.2 TB capacities. For
more information about the HPFE, see 2.5, “Storage enclosures and drives” on page 48.

» Standard drive enclosures

Standard drive enclosures can accommodate up to twenty-four 2.5-inch small form factor
(SFF) serial-attached SCSI (SAS) drives, or twelve 3.5-inch large form factor (LFF) SAS
nearline drives. Standard drive enclosures are installed in pairs. For more information
about the standard drive enclosures, see 2.5, “Storage enclosures and drives” on

page 48. For supported maximums by configuration, see Figure 2-9 on page 38.

All enclosures have redundant power and integrated cooling, which draw air from front to
rear. For more information about cooling requirements, see Chapter 7, “IBM DS8880
physical planning and installation” on page 179.

» The power subsystem

Each DS8880 base frame contains two Direct Current Uninterruptible Power Supplies
(DC-UPSSs), in a fully redundant configuration. Each DC-UPS contains one integrated
Battery Service Module (BSM) set. Each DC-UPS has a dedicated input AC power cord. If
input AC is not present on one power cord, it is associated DC-UPS continues to operate
by using rectified AC from the partner DC-UPS, with no reduction of system power
redundancy. If neither AC input is active, the DC-UPSs switch to battery power. If input
power is not restored within 4 seconds (40 seconds with ePLD), the DS8880 initiates an
orderly system shutdown. For more information about the DC-UPS, see 2.6, “Power and
cooling” on page 56.

The DS8888 configuration uses 3-phase DC-UPSs exclusively. The DS8886 configuration
can be ordered with single-phase or 3-phase DC-UPSs, whereas the DS8884
configuration uses single-phase DC-UPSs exclusively.

The power subsystem in the DS8880 complies with the latest directives for the Restriction
of Hazardous Substances (RoHS), and is engineered to comply with US Energy Star
guidelines.
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» Hardware Management Consoles (HMCs)

Each base frame comes with two HMCs that are located below the DC-UPSs, and two
Ethernet switches (only seen from the rear). For more information about the Management
Console, see 2.7, “Management Console and network” on page 58.

» POWERS CPCs.

Each base frame accommodates two POWERS8 CPCs. The POWERS processor-based
servers contain the processors and memory that drive all functions within the DS8880.
System memory and processor cores in the DS8888 and DS8886 configurations can be
upgraded concurrently. The DS8884 offers concurrent system memory upgrades. For
more information about the processor complexes, see 2.3.1, “IBM POWER8-based
servers” on page 35.

» |/O enclosures

The DS8888 and DS8886 base frames accommodate four 1/O enclosures. The DS8884
base frame accommodates two I/O enclosures. I/O enclosures are installed in pairs. The
I/O enclosures provide PCle Gen3 connectivity from the I/O adapters and the processor
complexes.

The I/O enclosures house the following PCle I/O adapters:
— 8 Gbps Fibre Channel Host Adapters (HAs) with up to four HAs for each 1/0O enclosure:

e Either 4-port or 8-port.
* Either shortwave (SW) or longwave (LW).

— 16 Gbps Fibre Channel HAs with up to four HAs for each I/O enclosure:
e 4-port only.
* Either shortwave (SW) or longwave (LW).

Note: An intermix of 8 Gbps Fibre Channel HAs and 16 Gbps Fibre Channel HAs is
supported. This intermixture influences the maximum number of possible host ports.
For example, a configuration with 16 Gbps Fibre Channel HAs only, each with four
ports, supports a maximum of 128 host ports for a DS8886 and 64 host ports for a
DS8884.

The HAs can be configured in the following manner:

¢ Fibre Channel Arbitrated Loop (FC-AL) for open systems host attachment (only
supported by 8 Gbps Fibre Channel HAs).

¢ Switched Fibre Channel Protocol (FCP), which is also for open systems host
attachment, and for Metro Mirror and Global Copy.

¢ FICON for z Systems host connectivity and also for z/OS Global Mirror.
— 8 Gbps Fibre Channel Device Adapters (DAs) in DS8886 and DS8884:

¢ Up to two DA pairs for each I/O enclosure pair.
e Four ports for each DA.
¢ Connectivity that is provided to the standard drive enclosures.

For more information about I/O enclosures and I/O adapters, see 2.4, “I/O enclosures and
adapters” on page 41.

Note: All DS8880 frames are 19 inches wide with a 40U capacity. The DS8886 frames and
DS8888 optionally can be extended from 40U to 46U to allow greater storage capacity in a
smaller footprint.
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2.2.5 DS8880 expansion frames

All D8880 system configurations except DS8884F can also have one or more expansion
frames. The total number of frames depends on the configuration and model. The supported
expansion frame options are shown in Figure 2-1 on page 24. Systems must meet certain
minimum processor and system memory features, before adding expansion frames.

The DS8880 base frames accommodate the following components:
» High-Performance Flash Enclosure Gen2
The following configurations are possible:

¢ Up to four HPFE Gen2 enclosure pairs in the DS8888F expansion frame.
¢ Up to two HPFE Gen2 enclosure pairs in the first DS8886 expansion frame.

Each HPFE Gen2 enclosure pair can accommodate 16, 32, or 48 flash cards. Flash cards
are available in 400 GB, 800 GB, 1.6 TB, and 3.2 TB capacities. For more information
about the HPFE, see 2.5, “Storage enclosures and drives” on page 48.

» Standard drive enclosures

Standard drive enclosures can accommodate up to twenty-four 2.5-inch small form factor
(SFF) serial-attached SCSI (SAS) drives, or twelve 3.5-inch large form factor (LFF) SAS
nearline drives. Standard drive enclosures are installed in pairs. For more information
about the standard drive enclosures, see 2.5, “Storage enclosures and drives” on

page 48. For supported maximums by configuration, see Figure 2-9 on page 38.

All enclosures have redundant power and integrated cooling, which draw air from front to
rear. For more information about cooling requirements, see Chapter 7, “IBM DS8880
physical planning and installation” on page 179.

» The power subsystem

Each DS8880 base frame contains two DC-UPSs in a fully redundant configuration. Each
DC-UPS contains one integrated Battery Service Module (BSM) set. Each DC-UPS has a
dedicated input AC power cord. If input AC is not present on one power cord, it is
associated DC-UPS continues to operate by using rectified AC from the partner DC-UPS,
with no reduction of system power redundancy. If neither AC input is active, the DC-UPSs
switch to battery power. If input power is not restored within 4 seconds (40 seconds with
ePLD), the DS8880 initiates an orderly system shutdown. For more information about the
DC-UPS, see 2.6, “Power and cooling” on page 56.

The DS8888 configuration uses 3-phase DC-UPSs exclusively. The DS8886 configuration
can be ordered with single-phase or 3-phase DC-UPSs, whereas the DS8884
configuration uses single-phase DC-UPSs exclusively.

The power subsystem in the DS8880 complies with the latest directives for the Restriction
of Hazardous Substances (RoHS), and is engineered to comply with US Energy Star
guidelines.

» 1/O enclosures

The DS8888 and DS8886 expansion frames accommodate four 1/O enclosures. The
DS8884 expansion frame accommodates two I/O enclosures. I/O enclosures are installed
in pairs. The 1/0O enclosures provide PCle Gen3 connectivity from the 1/0 adapters and the
processor complexes.
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The I/O enclosures house the following PCle I/O adapters:
— 8 Gbps Fibre Channel Host Adapters (HAs) with up to four HAs for each 1/0 enclosure:

e Either 4-port or 8-port.
* Either shortwave (SW) or longwave (LW).

— 16 Gbps Fibre Channel HAs with up to four HAs for each I/O enclosure:

e 4-port only.
* Either shortwave (SW) or longwave (LW).

Note: An intermix of 8 Gbps Fibre Channel HAs and 16 Gbps Fibre Channel HAs is
supported. This intermixture influences the maximum number of possible host ports.
For example, a configuration with 16 Gbps Fibre Channel HAs only, each with four
ports, supports a maximum of 128 host ports for a DS8886 and 64 host ports for a
DS8884.

The HAs can be configured in the following manner:

¢ Fibre Channel Arbitrated Loop (FC-AL) for open systems host attachment (only
supported by 8 Gbps Fibre Channel HAs).

¢ Switched Fibre Channel Protocol (FCP), which is also for open systems host
attachment, and for Metro Mirror and Global Copy.

¢ FICON for z Systems host connectivity and also for z/OS Global Mirror.
— 8 Gbps Fibre Channel Device Adapters (DAs) in DS8886 and DS8884:

¢ Up to two DA pairs for each 1/O enclosure pair.
e Four ports for each DA.
¢ Connectivity that is provided to the standard drive enclosures.

For more information about I/O enclosures and I/O adapters, see 2.4, “I/O enclosures and
adapters” on page 41.

Note: All DS8880 frames are 19 inches wide with a 40U capacity. The DS8886 frames and
DS8888 optionally can be extended from 40U to 46U to allow greater storage capacity in a
smaller footprint.

2.2.6 Scalable upgrades

The hardware features that are supported in the DS8880 depend on the total system memory
that is installed. This design ensures that the performance and capacity scale correctly. For
more information about processor and system memory requirements for hardware upgrades,
see Figure 2-9 on page 38.

Each of the DS8880 configurations can be nondisruptively upgraded from the smallest
system memory feature to the largest memory feature that is supported by that configuration.

Note: The DS8884 and DS8886 configured systems cannot be upgraded or modified to a
DS8886 or DS8888 configuration. All upgrades must be within the same configuration.
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2.2.7 Licensed functions

Several of the IBM DS8880 functions require a license key. For more information about
licensed functions, see Chapter 9, “IBM DS8880 features and licensed functions” on
page 219.

2.3 DS8880 architecture overview

This section provides an architectural overview of the major components of the DS8880:

» IBM POWERS central processor complexes
» 1/O enclosures and adapters

» PCle connectivity and communication
» Storage subsystem

» Hardware management

2.3.1 IBM POWERS8-based servers

All DS8880 systems include two CPCs. In the DS8888 configuration, these are Power E850
servers, which have four processor sockets. They are populated with either two or four
12-core 3.02 GHz processors, for a combined total of 24 or 48 cores per CPC. The DS8888
CPCs support a maximum of 32 DDR3 custom dual inline memory modules (CDIMMs), with
a maximum memory size of 1 TB per CPC.

Figure 2-6 shows the processor complex as configured in the DS8888.

Figure 2-6 DS8888 processor complex front and rear views
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The DS8888 CPC is a 4U-high drawer, and features the following configuration:

vvyyy

Sixteen Double Data Rate-3 (DDR3) CDIMM slots
One storage cage with two hard disk drives (HDDs)
Four or eight PCle x16 Gen3 slots

Three PCle x8 Gen3 slots

Four power supplies

For more information about the server hardware that is used in the DS8888, see IBM Power
System E850 Technical Overview and Introduction, REDP-5222.

The DS8886 configuration uses Power S824 servers that have two processor sockets. These
servers are populated with single or dual 8-core 4.15 GHz processors, or dual 12-core

3.52 GHz processors, for a combined total of 8, 16, or 24 cores per CPC. The DS8886 CPCs
support a maximum of 16 DDR3 CDIMMs, with a maximum memory size of 1 TB per CPC.

The DS8886 CPC is a 4U-high drawer, and features the following configuration:

»

»
»
»
»

Sixteen DDR3 CDIMM slots

One storage cage with two HDDs
Four PCle x16 Gen3 slots

Six PCle x8 Gen3 slots

Four power supplies

Figure 2-7 shows the processor complex as configured in the DS8886.

Figure 2-7 DS8886 processor complex front and rear views
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For more information about the server hardware that is used in the DS8886, see IBM Power
Systems S814 and S824 Technical Overview and Introduction, REDP-5097.

The DS8884 configuration uses Power S822 servers, each with a single 6-core 3.89 GHz
processor. The DS8884 CPCs support a maximum of 8 DDR3 CDIMMs, with a maximum
memory size of 128 GB per CPC. Figure 2-8 shows the processor complex for the DS8884.

The DS8884 CPC is a 2U-high drawer, and features the following configuration:

Eight DDR3 CDIMM slots

One storage cage with two hard disk drives
Two PCle x16 Gen3 slots

Four PCle x8 Geng slots

Two power supplies

vyvyVvyyy

Figure 2-8 DS8884 processor complex front and rear views

For more information about the server hardware that is used in the DS8884, see IBM Power
System S822 Technical Overview and Introduction, REDP-5102.

The DS8880 base frame contains two processor complexes. The based servers based on
POWERS feature up to four processor single chip modules (SCMs) in the DS8888. For the
DS8886, one or two SCMs are used. The DS8884 features a single SCM.

In the DS8888, the SCMs are configured with 12 active cores. In the DS8886, the SCMs are
configured with 8 or 12 cores. In the DS8884, the SCM is configured with six cores. Processor
cores and system memory are configured according to the hardware that is installed in the
storage system. Processors and memory can be upgraded concurrently as required to
support storage system hardware upgrades. The supported maximum system hardware
components depend on the total processor and system memory configuration.
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Figure 2-9 shows the supported components for the DS8880 processor and memory options.
NVS values are typically 1/16 of installed system memory.

System Max s )
Max I/O | Max Host . Standard (Max 2.5in| HPFE .
Processor| Memory Device . Max Flash [Expansion|
1 |Enclosure| Adapters Drive SFF Gen2
Cores /NVS . Adapter . ; Cards Frames
Pairs (HAs) . _|Enclosure| Drives Pairs
(GBY (DA) Pairs Pairs
DS8888 AF Configuration
24-core 1024/64 2 16 0 0 0 4 192 0
48-core | 2048/64' 4 32 0 0 0 8 384 1
DS8886 AF Configuration
8-core 128/8 2 16 0 0 0 2 96 0
8-core 256/16 2 16 0 0 0 2 96 0
16-core 256/16 2 16 0 0 0 2 96 0
16-core 512/32 2 16 0 0 0 2 96 0
24-core 1024/64 2 16 0 0 0 2 96 0
24-core | 2048/64' 2 16 0 0 0 2 96 0
DS8884 AF Configuration
6-core 64/4 1 8 0 0 0 1 48 0
6-core 128/8 1 8 0 0 0 1 48 0
6-core 256/16 1 8 0 0 0 1 48 0
DS8886 Configuration - Three Phase
8-core 128/8 4 16 2 2 96 2 96 0
8-core 256/16 4 16 2 2 96 2 96 0
16-core 256/16 4 32 8 30 1440 4 192 4
16-core 512/32 4 32 8 30 1440 4 192 4
24-core 1024/64 4 32 8 30 1440 4 192 4
24-core | 2048/64' 4 32 8 30 1440 4 192 4
DS8886 Configuration - Single Phase
8-core 128/8 4 16 3 3 144 2 96 0
8-core 256/16 4 16 3 3 144 2 96 0
16-core 256/16 4 32 8 32 1536 4 192 4
16-core 512/32 4 32 8 32 1536 4 192 4
24-core 1024/64 4 32 8 32 1536 4 192 4
24-core | 2048/64' 4 32 8 32 1536 4 192 4
DS8884 Configuration
6-core 64/4 2 8 2 6 192 1 48 0
6-core 128/8 4 16 4 18 768 2 96 2
6-core 256/16 4 16 4 18 768 2 96 2
Notes:
1 - NVS for 2 TB total system memory configuration is 1/32 of system memory
2 - System memory and NVS totals are aggregate of both CPCs

Figure 2-9 Supported components for the DS8880 processor/memory options

2.3.2 Processor memory

38

The DS8888 and DS8886 configurations offer up to 2 TB of total system memory. The
DS8884 configuration offers up to 256 GB total. Each processor complex contains half of the
total system memory. All memory that is installed in each CPC is accessible to all processors
in that CPC. The absolute addresses that are assigned to the memory are common across all
processors in the CPC. The set of processors is referred to as a symmetric multiprocessor
(SMP) system.

The POWERS processor that is used in the DS8880 operates in simultaneous multithreading
(SMT) mode, which executes multiple instruction streams in parallel. The number of
simultaneous instruction streams varies according to processor and Licensed Internal Code
(LIC) level. SMT mode enables the POWERS processor to maximize the throughput of the
processor cores by offering an increase in core efficiency.

The DS8880 configuration options are based on the total installed memory, which in turn
corresponds with a predetermined number of installed and active processor cores.
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The following DS8888 configuration upgrades can be performed nondisruptively:

» Processor upgrade from two processors/24 cores, to four processors/48 cores
» Processor memory upgrade, from 512 GB per server, to 1024 GB per server

The following DS8886 configuration upgrades can be performed nondisruptively:

» Processor configuration upgrade, with 8, 16, or 24 cores per server
» Processor memory upgrade, 64 - 1,024 GB per server

The following DS8884 configuration upgrade can be performed nondisruptively:
» Processor memory upgrade, 32 - 128 GB per server

Note: System memory and processor upgrades are tightly coupled. They cannot be
ordered or installed independently from each other.

Caching is a fundamental technique for reducing I/O latency. Like other modern caches, the
DS8880 contains volatile memory that is used as a read and write cache and nonvolatile
memory that is used to maintain and back up a second copy of the write cache. If power is
lost, the batteries keep the system running until all data in nonvolatile storage (NVS) is written
to the CPC’s internal disks.

The NVS scales to the processor memory that is installed, which also helps to optimize
performance. NVS is typically 1/16 of installed CPC memory, with a minimum of 4 GB. The
exception is that NVS is 1/32 of installed CPC memory on systems with 2 TB of total system
memory.

The effectiveness of a read cache depends on the read hit ratio, which is the fraction of
requests that are served from the cache without necessitating a read from the disk (read
miss).

2.3.3 Flexible service processor

Each Power8 processor complex is managed by a service processor that is called a flexible
service processor (FSP). The FSP is an embedded controller that is based on an IBM
PowerPC® processor.

The FSP controls power and cooling for the CPC. The FSP performs predictive failure
analysis for installed processor hardware, and performs recovery actions for processor or
memory errors. The FSP monitors the operation of the firmware during the boot process, and
can monitor the operating system for loss of control and take corrective actions.

2.3.4 Peripheral Component Interconnect Express adapters

Each DS8880 processor complex contains multiple PCle adapters. These adapters allow
point-to-point connectivity between CPCs, I/O enclosures, I/O adapters, and the HPFEs.
Depending on the configuration, up to four PCle adapters are in the DS8880 processor
complex.

A DS8880 processor complex is equipped with the following PCle adapters. These adapters
provide connectivity between the CPCs and 1/O enclosures:

» The DS8888 has four multi-port PCle Gen3 adapters in slots 2, 3, 8, and 10.
» The DS8886 has four multi-port PCle Gen3 adapters in slots 3, 5, 6, and 7.
» The DS8884 has two multi-port PCle Gen3 adapters in slot 6 and 7.
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Figure 2-10 shows the PCle adapter locations in the DS8888 CPC.
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Multi-port PCle adapters
slots 2, 3, 8, and 10

Figure 2-10 PCle adapter locations in the DS8888 processor complex

Figure 2-11 shows the PCle adapter locations in the DS8886 CPC.

Multi-port PCle adapters
slots 3, 5, 6, and 7

Figure 2-11 PCle adapter locations in the DS8886 processor complex

Figure 2-12 shows the PCle adapter locations in the DS8884 CPC.

Multi-port PCle adapters
slots 6 and 7

Figure 2-12 PCle adapter locations in the DS8884 processor complex
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2.4 1/0 enclosures and adapters

The DS8880 base frame and first expansion frame (if installed) contain I/O enclosures, which
are installed in pairs.

The DS8880 systems use an improved I/O enclosure, compared to earlier DS8000 systems.
The enclosure is PCle Gen3-capable, and it is attached to the CPCs with PCle Gen3 cables.
The internal transfer rate to each 1/O bay is four times faster than DS8870, which uses PCle
Gen2. The new I/O enclosure now supports six PCle adapter slots, and it has PCle
attachments that allow direct attachment to the High-Performance Flash Enclosures.

DS8888 and DS8886 CPCs have up to four 2-port PCle adapters that provide connectivity to
the 1/0 enclosures. The DS8884 CPCs have two 2-port PCle adapters that provide
connectivity.

Figure 2-13 on page 42 to Figure 2-15 on page 43 show the DS8880 CPC to I/O enclosure
connectivity. The DS8886 requires a dual 8-core configuration for the first expansion frame,
and the DS8884 requires a 6-core processor with 128 GB of total system memory for the first
expansion frame.

One or two I/O enclosure pairs can be installed in the base frame of the DS8886. The
DS8884 has a single 1/0O enclosure pair. Two I/O enclosure pairs are installed in the first
expansion frame of a DS8886 when it is installed. The DS8884 expansion frame has a single
I/O enclosure pair.

Each I/0O enclosure can have up to four Host Adapters (HAs) and two Device Adapters (DAS).
A maximum of 16 host adapter ports are supported in a single I/O enclosure. The 1/0
enclosure features integrated PCle cable connections for direct attachment to the HPFE.

Each I/O enclosure includes the following attributes:

Half-width 5U rack-mountable enclosure
Six PCle slots

Two PCle Gen3 connections to the HPFE
Redundant power and cooling

vyvyyy
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Figure 2-13 shows the DS8888 CPC to I/O enclosure connectivity.
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Figure 2-13 DS8888 I/O enclosure connections to the CPC

Figure 2-14 shows the DS8886 CPC to I/O enclosure connectivity.
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Figure 2-14 DS8886 I/O enclosure connections to the CPC
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Figure 2-15 shows the DS8884 CPC to I/O enclosure connectivity.

CPCO

Bay 6 Bay 7
om om

Base Frame Expansion Frame

Figure 2-15 DS8884 I/O enclosure connections to the CPC

2.4.1 Cross-cluster communication

Figure 2-16 shows how the DS8880 I/O enclosure hardware is shared between the servers.
One CPC is on the left side and one CPC is on the right side. The solid lines denote primary

PCle paths, and the dashed lines denote secondary PCle paths.
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Figure 2-16 DS8880 series PCle communications paths as configured on the DS8886
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The DS8880 uses the PCle paths through the 1/0O enclosures to provide high-speed
communication paths between the CPCs. Normally, the lowest available even-numbered 1/0
enclosure is used for communication from server 0 to server 1, whereas the lowest available
odd-numbered I/O enclosure is used for communication from server 1 to server 0.

If a failure occurs in one or more I/O enclosures, any of the remaining enclosures can be used
to maintain communication between the servers.

2.4.2 1/0 enclosure adapters
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The DS8880 I/0 enclosures provide the connectivity from the host systems to the storage
arrays through the processor complexes. Each 1/0O adapter is optimized for its specific task in
the DS8880.

Each 1/O enclosure can contain up to four HAs that provide attachment to host systems and
up to two DAs to provide attachment for standard drive enclosures. Each 1/O enclosure has
two PCle x8 connectors on the 1/0 enclosure PCle module that provide attachment for the
HPFEs. In DS8888, two additional PCle x8 redrive cards can be installed in the third and sixth
card slots.

Figure 2-17 shows the DS8880 I/O enclosure adapter layout.
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Figure 2-17 DS8880 I/0 enclosure adapter layout

DS8880 host adapters

Attached host servers interact with software that is running on the processor complexes to
access data that is stored on logical volumes. The servers manage all read and write
requests to the logical volumes on the storage arrays.
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Two different types of HAs are available (8 Gbps and 16 Gbps). Both can auto-negotiate their
data transfer rate. 16 Gbps HAs can negotiate to 16, 8, or 4 Gbps full-duplex data transfer.
The 8 Gbps HAs can negotiate to 8, 4, or 2 Gbps full-duplex. The 8 Gbps HAs are available in
both 4-port or 8-port cards. The 16 Gbps HAs are 4-port cards only.

Figure 2-18 shows the 16 Gbps host adapter. It provides faster single stream and per port
throughput, and reduces latency in comparison to the 8 Gbps adapter. The 16 Gbps HA is
equipped with a quad-core PowerPC processor that delivers dramatic (two to three times) full
adapter input/output operations per second (IOPS) improvements compared to the 8 Gbps
adapter.

Figure 2-18 Sixteen Gbps host adapter

The 16 Gbps HA contains a new high-performance application-specific integrated circuit
(ASIC). To ensure maximum data integrity, it supports metadata creation and checking. Each
Fibre Channel port supports a maximum of 509 host login IDs and 1,280 paths. This
configuration allows the creation of large storage area networks (SANs).

Note: The maximum number of host adapter ports in any single I/O enclosure is 16,
regardless of the HA type. If you install 8-port HAs, they are installed in slots 1 and 4 of the
I/O enclosure.

Each HA port can be configured as either FICON or FCP. For 8 Gbps HAs only, it is also
possible to configure the port for the FC-AL protocol. For both HAs, the card optics can be
either Long Wave or Short Wave.

The DS8888 and DS8886 configurations support a maximum of 16 HAs in the base frame,
and an additional 16 HAs in the first expansion frame. The DS8884 configuration supports a
maximum of eight in the base frame and an additional eight in the first expansion frame. With
sixteen 8-port HAs, the maximum number is 128 HA ports. With sixteen 4-port HAs, the
maximum number is 64 HA ports.
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HAs are installed in slots 1, 2, 4, and 5 of the I/O enclosure. Figure 2-17 on page 44 shows
the locations for four 16 Gbps HA cards in the DS8880 1/O enclosure. DS8880 supports
intermix of both adapter types up to the maximum number of ports, as shown on Table 2-1.

Optimum availability: To obtain optimum availability and performance, one HA must be
installed in each available I/O enclosure before a second HA is installed in the same

enclosure.

Table 2-1 DS8886 port configurations

16 Gbps 8 Gbps 16 Gbps 8 Gbps FC ports | Maximum ports
FC adapters FC adapters FC ports (4-port/8-port)

0 16 0 64 - 128 128
1 15 4 60 - 120 124
2 14 8 56 -112 120
3 13 12 52-104 116
4 12 16 48 - 96 112
5 11 20 44 - 88 108
6 10 24 40 - 80 104
7 9 28 36-72 100
8 8 32 32-64 96
9 7 36 28 - 56 92
10 6 40 24 -48 88
11 5 44 20-40 84
12 4 48 16 - 32 82
13 3 52 12-24 78
14 2 56 8-16 74
15 1 60 4-8 70
16 0 64 0 64
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Figure 2-19 shows the preferred HA installation order for the DS8880. The HA locations and
installation order for the four I/O enclosures in the base frame are the same for the 1/0
enclosures in the first expansion frame. If 16-port HAs are installed, they fill the first and
second HA pair only, and leave the additional two slots unused.

HA Install Order for Two 1/O Enclosures
Host Bay 1B3 1B4
Slotlocation | 1 | 2 [ 3 | 4 |5 (6|1 |2 (3|4|5]|6
HA Pair 2| 4 |DA(1 |3 |DA| 1| 3 |DA| 2| 4 |DA

HA Install Order for Four /0 Enclosures
Host Bay 1B1 1B2

Slotlocaton [ 1 [ 2 (3 | 4 5|6 | 1|2|3|4|5](6
HA Pair 4| 8 | DA| 2 | 6 |[DA| 2 | 6 ([DA| 4 | 8 |DA
Host Bay 1B3 1B4

Slot Location | 1 2| 3|4|5|6]|1 2| 3(4|5]|6
HA Pair 3|7 |DA| 1| 5|DA| 1| 5 |DA| 3| 7 |[DA

Figure 2-19 DS8880 HA installation order

Fibre Channel

The DS8880 uses the Fibre Channel protocol to transmit Small Computer System Interface
(SCSI) traffic inside Fibre Channel frames. It also uses Fibre Channel to transmit FICON
traffic, which uses Fibre Channel frames to carry z Systems 1/O.

Each of the ports on a DS8880 HA can be independently configured for FCP or FICON. In
addition, FC-AL can be configured on 8 Gbps ports only. The type of port can be changed
through the DS8880 Storage Management GUI or by using Data Storage Command-Line
Interface (DS CLI) commands. A port cannot be FICON and FCP simultaneously, but the
protocol can be changed as required.

Fibre Channel-supported servers

The current list of servers that are supported by Fibre Channel attachment is available at this
website:

http://www.ibm.com/systems/support/storage/config/ssic/index.jsp

Consult these documents regularly because they contain the current information about server
attachment support.

Fibre Channel distances
The following types of HA cards are available:

» LW
» SW
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All ports on each card must be LW or SW. The two types cannot be intermixed within an a
single adapter card. With LW, you can connect nodes at distances of up to 10 km (6.2 miles)
(non-repeated). With SW, you are limited to a distance that depends on the Fibre Channel
cable type and the data transfer rate. OM3 Fibre Channel cable is required with 8 Gbps HAs
and 16 Gbps HAs. For 16 Gbps, use OM3 or OM4. For the link distance limitations, see
Table 2-2.

Table 2-2 SW link distance

Speed OMa3 link distance OM4 link distance
8 Gbps FC 150 m (492 ft.) 190 m (623.3 ft.)
16 Gbps FC 100 m (328 ft.) 125 m (410.1 ft.)

Device adapters

DAs are Redundant Array of Independent Disks (RAID) controllers that provide access to the
installed drives in the standard drive enclosures.

Each of the DS8880 DAs has four 8 Gbps Fibre Channel ports, which are connected to the
drive enclosures by using two dual FC-AL loops, by using a switched topology. The DAs are
installed in the 1/0 enclosures, and they are connected to the processor complexes through
the PCle network. The DAs are responsible for managing, monitoring, and rebuilding the
RAID arrays. The DAs provide remarkable performance because of a high function and
high-performance ASIC. To ensure maximum data integrity, the adapter supports metadata
creation and checking.

Each DA connects the processor complexes to two separately switched FC-AL networks.
Each network attaches to standard drive enclosures. Every drive in the enclosure is
connected to both networks. Whenever the DA connects to a drive, it uses a bridged
connection to transfer data. Figure 2-17 on page 44 shows the locations of the DAs in the
I/0O enclosure.

The DS8886 configuration supports 1 - 4 DA pairs in the base frame, and up to 4 additional
DA pairs in the first expansion frame, for a total of up to 8 DA pairs. The DS8884 configuration
supports half of the DS8886 configuration, or 1 - 2 DA pairs in the base frame, and up to 2
additional DA pairs in the first expansion frame, for a total of up to 4 DA pairs.

Note: The all-flash models DS8888F, DS8886F and DS8884F do not support the
installation of Device Adapter cards.

2.5 Storage enclosures and drives

This section covers the storage enclosures and drives, which consist of the following
components:

» High Performance Flash Enclosure (HPFE) Gen2 Pairs, and Flash Cards

— Flash Enclosure pairs connect to Flash RAID controllers using SAS cabling.
— Flash RAID controllers connect to I/0O enclosures using 8x PCle Gen3 cabling.
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» Standard Drive Enclosures, and rotational drives, commonly referred to as disk drive
modules (DDMs)

— Fibre Channel interface cards (FCICs) in the standard drive enclosures connect to
Device Adapter cards using 8 Gbps Fibre. These connections create switched Fibre
Channel arbitrated loop networks to the installed drives.

For more information about the storage subsystem, see 3.5, “RAS on the storage subsystem”
on page 82.

2.5.1 Drive enclosures

The DS8880 has two types of drive enclosures:

» High-Performance Flash Enclosure Gen2
» Standard Drive Enclosure

High-performance flash enclosure Gen2 pairs

The DS8880 HPFE Gen2 consists of pair of high-speed 2U Flash Enclosures. One Gen2
enclosure is shown in Figure 2-20. HPFE Gen2 enclosures are always installed in pairs. Each
enclosure pair supports 16, 32, or 48 flash cards.

Figure 2-20 High-Performance Flash Enclosure Gen2

Each HPFE Gen2 pair is connected to a redundant pair of Flash-optimized RAID controllers,
which are installed in a separate pair of enclosures. These enclosures are called microbays.
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Figure 2-21 shows an internal view of a microbay, showing the RAID controller on the left,
PCle bridge on the right, and dual cooling fans. Each microbay is powered by the I/O

enclosure pair, through a redundant pair of Power Junction Assemblies (PJAs). Each PJA
receives power from an 1/O enclosure, and distributes power to both microbays in the pair.

Figure 2-21 Internal view of a microbay

PCle bus attachment
The HPFE Gen2 Flash RAID adapters are connected to the PCle module in two different I/O
enclosures to provide redundancy and workload balance. The connections are made by using
8-lane PCle Gen3 cabling.

The x8 PCle Gen3 connections provide up to 8 GBps, full duplex data transfer rates to the
RAID adapters, with none of the protocol burden that is associated with Fibre Channel
architecture. Each 1/0 enclosure pair supports up to two HPFE Gen2 pairs. The left side of
Figure 2-22 shows a simplified view of the PCle cabling topology. The right side shows the
SAS cabling from the Flash RAID adapters to the Flash Enclosure pair.
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Figure 2-22 High-performance flash enclosure PCle and SAS cabling

The DS8888 configuration can support up to four HPFE Gen2 pairs in the base frame, and up
to four HPFE Gen2 pairs in the optional expansion frame, for a total of eight HPFE Gen2
pairs, with a maximum 384 flash cards.
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The DS8886 configuration can support up to two HPFE Gen2 pairs in the base frame, and up
to two HPFE Gen2 pairs in the first expansion frame, for a total of four HPFE Gen2 pairs, with
a maximum 192 flash cards.

The DS8884 configuration can support one HPFE Gen2 pair in the base frame, one HPFE
Gen2 pair in the first expansion frame, for a total of two HPFE Gen2 pairs, with a maximum
96 flash cards.

To learn more about the HPFE Gen2, see DS8880 High Performance Flash Enclosure Genz2,
REDP-5422.

High-performance flash cards
The DS8880 HPFE Gen2 supports 2.5-inch high-performance flash cards (Table 2-3).

Each HPFE Gen2 pair can contain 16, 32, or 48 flash cards. Flash cards can have 400 GB,
800 GB, 1.6 TB, or 3.2 TB capacity. All flash cards in a flash enclosure must be the same type
and same capacity.

All high-performance flash cards are Full Disk Encryption (FDE) capable. For more
information about licensed features, see Chapter 9, “IBM DS8880 features and licensed
functions” on page 219.

Table 2-3 Supported high-performance flash cards

Feature code Drive capacity | Drive type Drive speed in RAID support
RPM (K=1000) (Default RAID-6)

1610 400 GB 2.5-inch flash card N/A 5,6, 102

1611 800 GB 2.5-inch flash card | N/A 5,6, 102

1612 1.6 TB 2.5-inch flash card | N/A 6, 10°

1613 3.2TB 2.5-inch flash card N/A 6, 10P

a. RAID-5 is supported, but not recommended
b. RAID-5 is not supported

Note: To learn more about the DS8880 drive features, see the IBM System Storage
DS8880 Introduction and Planning Guide, GC27-8525.

Arrays and spares

Each HPFE Gen2 pair can contain up to six array sites. The first set of 16 flash cards creates
two 8-flash-card array sites. RAID 6 arrays will be created by default on each array site.
RAID 5 is optional for flash cards smaller than 1 TB, but is not advised. RAID 10 is optional for
all flash card sizes.

During logical configuration, RAID 6 arrays and the required number of spares are created.
Each HPFE Gen2 pair will have two global spares, created from the first increment of 16
Flash Cards. The first two arrays to be created from these array sites are 5+P+Q. Subsequent
RAID 6 arrays in the same HPFE Gen2 Pair will be 6+P+Q.

For more information about DS8880 virtualization and configuration, see Chapter 4,
“Virtualization concepts” on page 97.
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2.5.2 Standard drive enclosures

The DS8880 traditional spinning drives, also known as DDMs, and flash drives, also known
as solid-state drives (SSDs), are installed in standard drive enclosures. Standard drive
enclosures are installed in pairs.

A standard drive enclosure pair supports either twenty-four 2.5-inch small form factor (SFF) or
twelve 3.5-inch large form factor (LFF) drives. Each drive is an industry-standard
serial-attached SCSI (SAS) drive.

Flash drives can be installed in standard drive enclosure pairs in drive sets of 8 or 16,
depending on the capacity of the drive. The 2.5-inch SFF drives are installed in drive sets
of 16. The 3.5-inch LFF drives are in installed in drive sets of eight.

Half of each drive set is installed in each enclosure of the enclosure pair.

Note: If the standard drive enclosure pair is not fully populated, you must install fillers in
the empty slots.

Each drive connects into the enclosure midplane. The midplane provides physical
connectivity for the drives, FCICs, and power supply units (PSUs).

Each drive enclosure has a redundant pair of FCICs with two inbound and two outbound
8 Gbps Fibre Channel (FC) connections. The FCICs provide the Fibre Channel to SAS
conversion and interconnection logic for the drives. In addition, the FCICs include SCSI
Enclosure Services (SES) processors that provide all enclosure services.

Figure 2-23 shows the front and rear views of the standard drive enclosure.
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Fiber Connectors ~ Redundant Fiber Redundant Power
Channel Interface Supply Unit
Card

Figure 2-23 DS8880 standard drive enclosures
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Switched Fibre Channel Arbitrated Loop

The DS8880 uses switched FC-AL technology to link the Fibre Channel DA pairs to the
standard drive enclosures. Switched FC-AL uses the standard FC-AL protocol. However, the
physical implementation is different. Switched FC-AL technology includes the following key
features:

» Standard FC-AL communication protocol from the DA to drives.

» Direct point-to-point connections are established between the DA and drives.

» Isolation capabilities to provide easy problem determination during drive failures.
» Predictive failure statistics.

» Simplified expansion, where no cable rerouting is required when additional drive enclosure
pairs are installed to the Fibre Channel network. The DS8880 architecture uses dual
redundant switched FC-AL access to each of the drive enclosures. This configuration
features the following key benefits:

— Two independent switched FC-AL networks provide high-performance connections to
the drives.

— Four access paths are available to each drive.

— Each DA port operates independently.

— This configuration doubles the bandwidth over traditional FC-AL loop implementations.
Figure 2-24 shows each drive attached to two separate FCICs with connections to the drives.

By using two DAs, redundant data paths exist to each drive. Each DA can support two
switched Fibre Channel networks.

Switched connections

Swﬂched FC networks
server 1

#_%f@¢¢¢¢¢$$$$$?$$ i

Switched FC networks

Figure 2-24 DS8880 drive enclosure (only 16 drives are shown for simplicity)

Arrays across loops

For the DS8880, the upper enclosure connects to one dual loop and the lower enclosure
connects the other dual loop, in a drive enclosure pair.

Each enclosure places two FC switches onto each dual loop. Drives are installed in groups
of 16. Half of the new drives are installed in one drive enclosure, and the other half is placed
into the other drive enclosure of the pair.

A standard drive enclosure array site consists of eight drives: Four from each enclosure of the
pair. When a RAID array is created from the drives of an array site, half of the array is in each
storage enclosure. The performance is increased because the bandwidth is aggregated
across the hardware of both enclosures.

One storage enclosure of the pair is on one FC switched loop, and the other storage
enclosure of the pair is on a second switched loop. This configuration splits the array across
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two loops, which is known as array across loops (AAL), as shown in Figure 2-26. Only 16
drives are shown, with eight in each drive enclosure. When fully populated, 24 drives are in
each enclosure.

Figure 2-25 shows the DA pair layout. One DA pair creates two dual switched loops.
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Figure 2-25 DS8880 switched loop layout (only eight drives per enclosure are shown for simplicity)

There are two separate
switches in each enclosure.

Figure 2-26 shows the layout of the array sites. Array site 1 in green (the darker drives)
consists of the four left drives in each enclosure. Array site 2 in yellow (the lighter disks)
consists of the four right drives in each enclosure. When an array is created, the array is
accessible across both dual loops.
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Figure 2-26 Array across loop
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Benefits of AAL

AAL is implemented to increase performance. When the DA writes a stripe of data to a RAID
array, it sends half of the write to each switched loop. By splitting the workload in this manner,
the workload is balanced across the loops. This configuration aggregates the bandwidth of
the two loops and improves performance. If RAID 10 is used, two RAID 0O arrays are created.
Each loop hosts one RAID 0 array. When the read I/O is serviced, half of the reads can be
sent to each loop, which improves performance by balancing the workload across the loops.

Expansion

Device adapters (DAs) are installed in the I/0O enclosures in pairs. Each DA of the pair is in a
separate I/O enclosure of the 1/0 enclosure pair. The DS8886 configuration can support up to
four DA pairs in the base frame, and four DA pairs in the first expansion frame for a total of
eight DA pairs. The DS8884 configuration can support up to two DA pairs in the base frame,
and two DA pairs in the first expansion frame, for a total of four DA pairs.

Standard drive enclosure pairs are connected to a DA pair. Each DA pair can support up to
four drive enclosure pairs. If more storage capacity is required, an additional DA pair can be
installed (up to the maximum supported quantity), and then additional standard drive
enclosure pairs can be installed (up to the maximum supported quantity).

Drive sets can also be added to standard drive enclosures that are not fully populated. Half of
the drive set is added to each enclosure of the drive enclosure pair. Performance will be
superior if drive enclosure pairs are distributed across more DA pairs, aggregating the
bandwidth of the installed hardware.

For more information about DA pairs and standard drive enclosure distribution and cabling,
see 2.2.1, “DS8888 All-Flash configuration” on page 26 and 2.2.3, “DS8884 configuration” on
page 29.

DS8880 standard and flash drives
The DS8880 supports the following drive types (Table 2-4 and Table 2-5 on page 56):

2.5-inch High-performance flash cards (see “High-performance flash cards” on page 51)
2.5-inch SAS flash drives, which are also known as SSDs

2.5-inch SAS enterprise drives (15K or 10K revolutions per minute (RPM))

3.5-inch SAS nearline drives (7200 RPM)

v
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Table 2-4 shows the flash drive types supported by DS8880.

Table 2-4 DS8880 supported flash drive types

Feature code Drive capacity Drive type Drive speed RAID Drives
in RPM support for
(K=1000) (Default each
RAID-6) set
6158 400 GB Flash drive (SSD) | N/A 5,6, 102 16
6258 800 GB Flash drive (SSD) | N/A 5,6, 102 16
6358 1.6 TB Flash drive (SSD) | N/A 6, 10° 16

a. RAID 5 is supported, but not recommended
b. RAID 5 is not supported
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Table 2-5 shows the enterprise and nearline drive types supported by DS8880.

Table 2-5 DS8880 supported enterprise and nearline drive types

Feature code Drive capacity Drive type Drive speed RAID Drives
in RPM support for
(K=1000) (Default each
RAID-6) set
5308 300 GB 2.5-inch SAS Ent | 15K 5,6, 102 16
5618 600 GB 2.5-inch SAS Ent | 15K 5,6, 102 16
5708 600 GB 2.5-inch SAS Ent | 10K 5,6, 102 16
5768 1.2TB 2.5-inch SAS Ent | 10K 6, 10P 16
5778 1.8 TB 2.5-inch SAS Ent | 10K 6, 10P 16
5868 4TB 3.5-inch SASNL | 7.2K 6, 10° 8
5878 6TB 3.5-inch SASNL | 7.2K 6, 10° 8

a. RAID 5 is supported, but not recommended
b. RAID 5 is not supported

Arrays and spares

During logical configuration, arrays and spares are created from groups of eight drives, which
are called array sites. The required number of spares for each DA pair is four drives of the
same capacity and speed. For example, the first four RAID 6 arrays that are created are
5+P+Q+S. Additional RAID 6 arrays (of the same capacity and speed) that are configured on
the DA pair are 6+P+Q.

The next group of 16 drives creates two 8-drive array sites. These next two arrays to be
created from these array sites are 6+P+Q. For more information about DS8880 virtualization
and configuration, see Chapter 4, “Virtualization concepts” on page 97.

2.6 Power and cooling

The DS8880 power and cooling system is highly redundant. The components are described
in this section. For more information, see 3.6, “RAS on the power subsystem” on page 90.

2.6.1 Rack Power Control

The DS8880 features a pair of redundant rack power control (RPC) cards, which are used to
control the power sequencing of the system. As in earlier DS8000 models, the DS8880 RPCs
are connected to the FSP in each processor complex, which allows them to communicate to
the HMC and the storage system. The DS8880 RPC cards also add a second communication
path to each of the processor complex operating partitions. The DS8880 RPCs also feature
dedicated communication paths to each DC-UPS.

2.6.2 Direct current uninterruptible power supply
Each DS8880 frame contains two DC-UPSs. Depending on model configuration, these can

be either single-phase 8 kW 8U DC-UPSs, or three-phase, 12 kW 12U DC-UPSs. The
DC-UPSs cannot be intermixed in any DS8880 storage system.
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The DC-UPS provides rectified AC power distribution and power switching for redundancy.
Two redundant DC-UPSs are in each frame of the DS8880. Each DC-UPS features internal
fans to supply cooling for that power supply.

The frame features two AC power cords. Each cord feeds a single DC-UPS. The DC-UPS
distributes rectified AC. If AC is not present at the input line, the partner DC-UPS can provide
rectified AC to the DC-UPS that lost input power, with no reduction in DC-UPS redundancy. If
no AC input is present for either DC-UPS in the frame, the DC-UPSs switch to battery power.
Depending on whether the ePLD feature is installed on the system, the system runs on
battery power for either 4 or 40 seconds before it initiates an orderly shutdown.

2.6.3 Battery service module set

The DC-UPS contains integrated battery sets that are known as BSM sets. The BSM set
consists of four BSM modules. The BSM sets help protect data if external power to the frame
is lost. If AC input power to the frame is lost, the batteries are used to maintain power to the
processor complexes and I/O enclosures for sufficient time to allow the contents of NVS
memory (modified data that is not yet destaged from cache) to be written to the hard disk
drives that are internal to the processor complexes (not the storage enclosure drives).

The BSMs sets consist of two BSM types:

» Each BSM set contains one primary BSM. The primary BSM is the only BSM with an
electrical connection to the DC-UPS.

» Each BSM set also contains three secondary BSMs that are cabled to the primary BSM.

2.6.4 Extended Power Line Disturbance feature

The duration that the DC-UPSs can run on battery before system shutdown is initiated
depends on whether the ePLD feature is installed.

The optional ePLD feature allows the system to run for up to 40 seconds without line input
power and then gracefully shuts down the system if power is not restored. If the ePLD feature
is not installed, the system initiates shutdown after 4 seconds if frame power is not restored.
For more information about why this feature might be necessary, see 3.6.3, “Line power
fluctuation” on page 93.

2.6.5 Power cord options

The power cord must be ordered specifically for the input voltage to meet certain
requirements. The power cord connector requirements vary widely throughout the world. The
power cord might not include the suitable connector for the country in which the system is
installed. In this case, the connector must be replaced by an electrician after the system is
delivered. For more information, see the IBM System Storage DS8880 Introduction and
Planning Guide, GC27-8525.

2.6.6 Power distribution

In each frame, the two DC-UPSs supply output power to four Power Distribution Units
(PDUs).
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In the base frame, the PDUs supply power to the processor complexes, the 1/0 enclosures,
the standard drive enclosures, and the HPFEs. In the first expansion frame, the PDUs supply
power to the I/O enclosures, standard drive enclosures, and the HPFEs. In the second and
third expansion frames, the PDUs supply power only to the standard drive enclosures. No
HPFEs, I/0O enclosures, or processor complexes are in these frames.

2.6.7 Enclosure power supplies

The CPCs, 1/0 enclosures, and standard drive enclosures feature dual redundant PSUs for
each enclosure. The PSUs are supplied power from the DC-UPS through the PDUs. Each
PSU in an enclosure is supplied from different DC-UPSs for redundancy. The PSUs have their
own internal cooling fans. Each enclosure also has its own redundant cooling fans. All cooling
fans draw cool air from the front of the frame and exhaust hot air to the rear of the frame.

Note: The DS8880 is designed for efficient air flow and to be compliant with Aot and cold
aisle data center configurations.

2.6.8 Power junction assembly

The PJA is a component of the DS8880 power subsystem that combines and distributes
power from multiple sources. Dual PJAs provide redundant power to the Management
Console (HMC) and the Ethernet switches. Additional redundant PJAs distribute power from
the 1/0O enclosures to the High-Performance Flash Enclosure Gen2 microbays in systems that
contain HPFE Gen2 pairs.

2.7 Management Console and network
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All configuration base frames ship with one Management Console, which is also known as the
HMC, and two private network Ethernet switches. An optional second Management Console
is available as a redundant point of management, and is also installed in the base frame. The
introduction of the 19-inch rack introduced a new HMC, which is an SFF mini PC HMC.
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Figure 2-27 shows a diagram of the new mini PC HMC and its location in the base frame. The
mini PC HMC resides in the bottom of the base frame. As an option, a redundant HMC is
available. This secondary HMC no longer needs to be added to a customer rack. This
secondary HMC sits next to the primary HMC.

New Mini HMC allows for 2 HMC's to
be integrated into base Rack.

Keyboard / display slide out
from side of rack

Configuration Options:

*D58880 can support one or two HMCs in the
base frame. Second HMC can be concumently
installed after initial install if desired. Mo cross
coupling of HMCs allowed in DS8880

Emall HMC allows for 1
or 2 to be installed under
DC-UPS

Figure 2-27 Diagram of new mini PC HMC and location in the base frame

The storage administrator runs all DS8880 logical configuration tasks by using the Storage
Management GUI or DS CLI. All client communications to the storage system are through the
HMC.

Clients that use the DS8880 advanced functions, such Metro Mirror or FlashCopy, for
example, communicate to the storage system with Copy Services Manager (CSM). CSM is
built into Spectrum Control Standard and Advanced. It replaces the IBM Tivoli Productivity
Center for Replication through the Management Console.

The Management Console provides connectivity between the storage system and Encryption
Key Manager servers.

The Management Console also provides the functions for remote call-home and remote
support connectivity.

For more information about the HMC, see Chapter 8, “IBM DS8880 Management Console
planning and setup” on page 2083.
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2.7.1 Ethernet switches

The DS8880 base frame has two 8-port Ethernet switches. The two switches provide two
redundant private management networks. Each CPC includes connections to each switch to
allow each server to access both private networks. These networks cannot be accessed
externally, and no external connections are allowed. External client network connection to the
DS8880 system is through a dedicated connection to the Management Console. The
switches receive power from the PJAs and do not require separate power outlets. The ports
on these switches are shown in Figure 2-28.

Ports LEDs
T8 ———-T1

R E R
A N .Y
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lower upper FSP FSP  External Intemnal
CEC CEC |ower upper HMC  HMC
CEC CEC

SW1 Black Network

Ports LEDs
T8 ———=T1

H@@@@@@@wi@

A ARRY

lower upper FSP FSP  External
CEC CEC lower upper HMC
CEC CEC

SW2 Gray Network

=T

Internal
HMC

Figure 2-28 Ethernet switch ports

Important: The internal Ethernet switches that are shown in Figure 2-28 are for the
DS8880 private network only. No client network connection must ever be made directly to

these internal switches.

2.7.2 DS8880 operator panel

The DS8880 status indicators are on the front door. Figure 2-29 shows the operator panel for

a DS8880 storage system.

Index LED Function
1 Line Cord 1
2 Line Cord 2
3 Identify or System Attention

Figure 2-29 DS8880 frame operator indicators
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Each panel has two power cord indicators, one for each power cord (frame input power). For
normal operation, both of these indicators are illuminated green if each power cord supplies

the correct power to the frame. Another LED is below the line indicators with a normal state of
off. If this LED is lit solid yellow (in only the base frame), an open event exists in the problem
log, and service is required. If this LED flashes (in any frame), the frame is being serviced.

The DS8880 has no physical power on/off switch because power sequencing is managed
through the HMC. This configuration ensures that all data in nonvolatile storage, which is
known as modified data, is destaged correctly to the drives before the DS8880 powers down.

2.8 Hardware feature summary for DS8880 configurations

The following tables summarize the hardware features that are available for the different
DS8880 configurations.

The DS8888 is a high-performance All-Flash storage system that uses only High-
Performance Flash Enclosures. Table 2-6 shows the hardware features of the DS8888.

Table 2-6 Hardware features of the DS8888

Processor | System Maximum Host Device HPFE Maximum Expansion
cores memory? 1/0 adaptersb adapter Gen2 standard frames
enclosure pairs Pairs drive
pairs enclosure
pairs
24-core 1024 GB 4 2-16 0 1-4 0 0
48-core 2048 GB 8 2-32 0 1-8 0 0-1
a. System memory total for both CPCs.
b. Host adapters can be four ports or eight ports, with a maximum of 16 ports for each 1/O enclosure.
Table 2-7 shows the maximum capacities for the DS8888 configuration
Table 2-7 Maximum capacity for the DS8888 configuration
Processor System Maximum Maximum Maximum Maximum Maximum Maximum Maximum
cores memory? quantity of usable quantity of usable quantity of usable total number
2.5-inch capacity of 3.5-inch capacity of 2.5-inch capacity of of drives
drives 2.5-inch drives 3.5-inch flash cards 2.5-inch
drives drives flash cards®
24-core 1024 GB 0 0 0 0 192 392 TB n/a
48-core 2048 GB 0 0 0 0 384 784 TB n/a

a. System memory for each CPC.
b. Usable capacity is calculated by using RAID 6 for 2.5-inch flash cards.
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The DS8886 is a high-density, high-performance storage system that includes standard disk
enclosures and High-Performance Flash Enclosures. Table 2-8 shows the hardware features
for the DS8886 configuration.

Table 2-8 Hardware features of the DS8886

Processor System Maximum Host Device HPFE Maximum standard Expansion
cores memory? /0 adaptersb adapter Gen2 drive frames
enclosure pairs Pairs enclosure
pairs pairs
8-core 128 GB 4 2-16 1-3 0-2 3 0
8-core 256 GB 4 2-16 1-3 0-2 3 0
16-core 256 GB 8 2-32 1-8 0-4 32 0-4
16-core 512 GB 8 2-32 1-8 0-4 32 0-4
24-core 1024 GB 8 2-32 1-8 0-4 32 0-4
24-core 2048 GB 8 2-32 1-8 0-4 32 0-4

a. System memory for each CPC.
b. Host adapters can be four ports or eight ports, with a maximum of 16 ports for each 1/O enclosure.

Table 2-9 shows the maximum capacities for the Enterprise Class configuration.

Table 2-9 Maximum capacity for the DS8886 configuration

Processor System Maximum Maximum Maximum Maximum Maximum Maximum Maximum
cores memory? quantity of usable quantity of usable quantity of usable total number
2.5-inch capacity of 3.5-inch capacity of 2.5-inch capacity of of drives®
drives 2.5-inch drives 3.5-inch flash cards 2.5-inch
drives® drives® flash cards®
8-core 128 GB 144 138.3TB 72 288 TB 96 196 TB 288
8-core 256 GB 144 138.3TB 72 288 TB 96 196 TB 288
16-core 256 GB 1536 1.61 PB 768 3.04 PB 192 392 TB 1728
16-core 512 GB 1536 1.61 PB 768 3.04 PB 192 392 TB 1728
24-core 1024 GB 1536 1.61 PB 768 3.04 PB 192 392 TB 1728
24-core 2048 GB 1536 1.61 PB 768 3.04 PB 192 392 TB 1728

a. System memory total for both CPCs.
b. Usable capacity is calculated by using RAID 5 for 2.5-inch drives.
c. Usable capacity is calculated by using RAID 6 for 3.5-inch nearline (NL) drives.
d. Usable capacity is calculated by using RAID 6 for 2.5-inch flash cards.
e. Combined total of 2.5-inch disk drives and 2.5-inch flash cards.
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The DS8884 is an entry-level, high-performance storage system that includes standard disk

enclosures and high-performance flash enclosures.

Table 2-10 shows the hardware features for the DS8884.

Table 2-10 Hardware features for the Business Class configuration

Processor System Maximum Host Device HPFE Maximum Expansion
cores memory? | /O adapters® adapter Gen2 standard frames
enclosure pairs Pairs drive
pairs enclosure
pairs
6-core 64 GB 1 2-8 1 0-1 4 0
6-core 128 GB 2 2-16 1-4 0-2 18 0-2
6-core 256 GB 2 2-16 1-4 0-2 18 0-2
a. System memory for each CPC.
b. Host adapters can be four ports or eight ports, with a maximum of 16 ports for each 1/O enclosure.
Table 2-11 shows the maximum capacities for the DS8884 configuration.
Table 2-11  Maximum capacities for the DS8884 configuration
Processor System Maximum Maximum Maximum Maximum Maximum Maximum Maximum
cores memory? quantity usable quantity of usable quantity of usable total
of capacity of 3.5-inch capacity of 2.5-inch capacity of drives®
2.5-inch 2.5-inch drives 3.5-inch flash cards | 2.5-inch
drives drives? drives® flash cards®
6-core 64 GB 192 201.8TB 120 366.4TB | 48 98 TB 252
6-core 128 GB 768 1.12 PB 384 1.52 PB 96 196 TB 864
6-core 256 GB 768 1.12PB 384 1.52 PB 96 196 TB 864

a. System memory total for both CPCs.
b. Usable capacity is calculated by using RAID 6 for 2.5-inch drives.

c. Usable capacity is calculated by using RAID 6 for 3.5-inch NL drives.
d. Usable capacity is calculated by using RAID 6 for 2.5-inch flash cards.

e. Combined total of 2.5-inch disk drives and 2.5-inch flash cards.
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Reliability, availability, and
serviceability on the IBM DS8880

This chapter describes the reliability, availability, and serviceability (RAS) characteristics of
the IBM DS8880.

This chapter covers the following topics:

DS8880 processor complex features

CPC failover and failback

Data flow in the DS8880

RAS on the Hardware Management Console
RAS on the storage subsystem

RAS on the power subsystem

Other features
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3.1 DS8880 processor complex features

Reliability, availability, and serviceability are important concepts in the design of the IBM
DS8880. Hardware features, software features, design considerations, and operational
guidelines all contribute to make the DS8880 reliable. At the heart of the DS8880 is a pair of
POWERS processor-based servers. These servers, which are known as central processor
complexes (CPCs), share the load of receiving and moving data between the attached hosts
and the storage arrays. However, they are also redundant so that if either CPC fails, the
system switches to the remaining CPC and continues to run without any host I/O interruption.
This section looks at the RAS features of the CPCs, including the hardware, the operating
system, and the interconnections.

3.1.1 POWERS Hypervisor

The POWERS8 Hypervisor (PHYP) is a component of system firmware that is always active,
regardless of the system configuration, even when it is disconnected from the Management
Console. PHYP runs on the flexible service processor (FSP). It requires the FSP processor
and memory to support the resource assignments to the logical partition (LPAR) on the
server. It operates as a hidden partition with no CPC processor resources that are assigned
to it, but it does allocate a small amount of memory from the partition.

The PHYP provides the following capabilities:

» Reserved memory partitions set aside a portion of memory to use as cache and a portion
to use as nonvolatile storage (NVS).

» Preserved memory support allows the contents of the NVS and cache areas to be
protected if a server restarts.

» 1/O enclosure initialization, power control, and slot power control prevent a CPC that is
rebooting from initializing an I/O adapter that is in use by another server.

» It provides automatic restart of a hung or stopped partition. The PHYP also monitors the
service processor and runs a reset or reload if it detects the loss of the service processor.
It notifies the operating system if the problem is not corrected.

The AlX operating system uses PHYP services to manage the Translation Control Entry
(TCE) tables. The operating system communicates the wanted I/O bus address to logical
mapping, and the PHYP returns the I/0O bus address to physical mapping within the specific
TCE table. The PHYP needs a dedicated memory region for the TCE tables to translate the
I/O address to the partition memory address. The PHYP then can monitor direct memory
access (DMA) transfers to the Peripheral Component Interconnect Express (PCle) adapters.

3.1.2 POWERS processor
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The IBM POWERS processor implements 64-bit IBM Power Architecture® technology and
represents a leap forward in technology achievement and associated computing capability.
The multi-core architecture of the POWERS8 processor modules is matched with innovation
across a wide range of related technologies to deliver leading throughput, efficiency,
scalability, and RAS.
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Areas of innovation, enhancement, and consolidation

The POWERS processor represents an important performance increase compared to
previous generations. The POWERS processor features the following areas of innovation,
enhancement, and consolidation:

» On-chip L3 cache that is implemented in embedded dynamic random access memory
(eDRAM), which improves latency and bandwidth. Lower energy consumption and a
smaller physical footprint are benefits.

» Cache hierarchy and component innovation.
» Advances in memory subsystem.
» Advances in off-chip signaling.

» The POWERS processor features intelligent threads that can vary based on the workload
demand. The system automatically selects whether a workload benefits from dedicating
as much capability as possible to a single thread of work, or if the workload benefits more
from spreading the capability across two or four threads of work. With more threads, the
POWERS processor can deliver more total capacity as more tasks are accomplished in
parallel. With fewer threads, those workloads that need fast individual tasks can get the
performance that they need for maximum benefit.

The remainder of this section describes the RAS features of the POWERS processor. These
features and abilities apply to the DS8880. You can read more about the POWERS8 and
processor configuration, from the DS8880 architecture point of view, in 2.3.1, “IBM
POWERS-based servers” on page 35.

POWERS RAS features
The following sections describe the RAS leadership features of IBM POWERS systems.

POWERS8 processor instruction retry

As with previous generations, the POWERS8 processor can run processor instruction retry
and alternative processor recovery for many core-related faults. This ability significantly
reduces exposure to permanent and intermittent errors in the processor core.

With the instruction retry function, when an error is encountered in the core in caches and
certain logic functions, the POWERS processor first automatically retries the instruction. If the
source of the error was truly transient, the instruction succeeds and the system can continue
normal operation.

POWERS alternative processor retry

Hard failures are more difficult because permanent errors are replicated each time that the
instruction is repeated. Retrying the instruction does not help in this situation because the
instruction continues to fail. Similar to the IBM POWER6+™, IBM POWER7®, and
POWER7+ processors, the POWERS processors can extract the failing instruction from the
faulty core and retry it elsewhere in the system for many faults. The failing core is then
dynamically unconfigured and scheduled for replacement. The entire process is transparent
to the partition that owns the failing instruction. Systems with POWERS processors are
designed to avoid a full system outage.

POWERS8 cache protection

Processor instruction retry and alternative processor retry protect processor and data caches.
L1 cache is divided into sets. The POWERS processor can deallocate all but one set before a
Processor Instruction Retry is run. In addition, faults in the Segment Lookaside Buffer (SLB)
array are recoverable by the IBM POWER Hypervisor™. The SLB is used in the core to run
address translation calculations.
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The L2 and L3 caches in the POWERS processor are protected with double-bit detect
single-bit correct error correction code (ECC). Single-bit errors are corrected before they are
forwarded to the processor, and they are then written back to L2 or L3.

In addition, the caches maintain a cache line delete capability. A threshold of correctable
errors that is detected on a cache line can result in purging the data in the cache line and
removing the cache line from further operation without requiring a restart. An ECC
uncorrectable error that is detected in the cache can also trigger a purge and delete of the
cache line. This action results in no loss of operation because an unmodified copy of the data
can be held in system memory to reload the cache line from main memory. Modified data is
handled through special uncorrectable error handling. L2 and L3 deleted cache lines are
marked for persistent deconfiguration on subsequent system restarts until they can be
replaced.

POWERS first-failure data capture

First-failure data capture (FFDC) is an error isolation technique. FFDC ensures that when a
fault is detected in a system through error checkers or other types of detection methods, the
root cause of the fault is captured without the need to re-create the problem or run an
extended tracing or diagnostics program.

For most faults, a good FFDC design means that the root cause is detected automatically
without intervention by a service representative. Pertinent error data that relates to the fault is
captured and saved for analysis. In hardware, FFDC data is collected from the fault isolation
registers and the associated logic. In firmware, this data consists of return codes, function
calls, and so on.

FFDC check stations are carefully positioned within the server logic and data paths to ensure
that potential errors can be identified quickly and accurately tracked to a field-replaceable unit
(FRU).

This proactive diagnostic strategy is a significant improvement over the classic, less accurate
restart and diagnose service approach.

Redundant components
High opportunity components (those components that most effect system availability) are

protected with redundancy and the ability to be repaired concurrently.
The use of the following redundant components allows the system to remain operational:

» POWERS cores, which include redundant bits in L1 instruction and data caches,
L2 caches, and L2 and L3 directories

» Power System S824, Power System S822, and Power System E850 use CPC main
memory and CDIMMSs, which use an innovative ECC algorithm from IBM research that
improves single-bit error correction and memory failure identification

» Redundant cooling
» Redundant power supplies

v

Redundant 16x loops to the 1/0 subsystem
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Self-healing

For a system to be self-healing, it must be able to recover from a failing component by
detecting and isolating the failed component. The system is then able to take the component
offline, fix, or isolate it, and then reintroduce the fixed or replaced component into service
without any application disruption. Self-healing technology includes the following examples:

» Bit steering to redundant memory if a memory module failed to keep the server
operational.

» Chipkill, which is an enhancement that enables a system to sustain the failure of an entire
DRAM chip. An ECC word uses 18 DRAM chips from two DIMM pairs, and a failure on
any of the DRAM chips can be fully recovered by the ECC algorithm. The system can
continue indefinitely in this state with no performance degradation until the failed DIMM
can be replaced.

» Single-bit error correction by using ECC without reaching error thresholds for main, L2,
and L3 cache memory.

» L2 and L3 cache line delete capability, which provides more self-healing.
» ECC extended to inter-chip connections on the fabric and processor bus.

» Hardware scrubbing is a method that is used to address intermittent errors. IBM POWERS8
processor-based systems periodically address all memory locations. Any memory
locations with a correctable error are rewritten with the correct data.

» Dynamic processor deallocation.

Memory reliability, fault tolerance, and integrity

POWERS uses ECC circuitry for system memory to correct single-bit memory failures. In
POWERS, an ECC word consists of 72 bytes of data. Of these bytes, 64 are used to hold
application data. The remaining 8 bytes are used to hold check bits and more information
about the ECC word. This innovative ECC algorithm from IBM research works on DIMM pairs
on a rank basis. With this ECC code, the system can dynamically recover from an entire
DRAM failure (Chipkill). It can also correct an error even if another symbol (a byte, which is
accessed by a 2-bit line pair) experiences a fault. This feature is an improvement from the
Double Error Detection/Single Error Correction ECC implementation on the POWERG6+
processor-based systems.

The memory DIMMs also use hardware scrubbing and thresholding to determine when
memory modules within each bank of memory must be used to replace modules that
exceeded their threshold of error count (dynamic bit-steering). Hardware scrubbing is the
process of reading the contents of the memory during idle time and checking and correcting
any single-bit errors that accumulated by passing the data through the ECC logic. This
function is a hardware function on the memory controller chip, and does not influence normal
system memory performance.

Fault masking

If corrections and retries succeed and do not exceed threshold limits, the system remains
operational with full resources, and no external administrative intervention is required.

Mutual surveillance

The service processor monitors the operation of the IBM POWER Hypervisor firmware during
the boot process and monitors for loss of control during system operation. It also allows the
POWER Hypervisor to monitor service processor activity. The service processor can take the
correct action (including calling for service) when it detects that the POWER Hypervisor
firmware lost control. The POWER Hypervisor can also request a service processor repair
action, if necessary.
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3.1.3 AIX operating system

Each CPC is a server that runs the IBM AIX Version 7.1 operating system (OS). This OS is
the IBM well-proven, scalable, and open standards-based UNIX-like OS. This version of AIX
includes support for Failure Recovery Routines (FRRs).

For more information about the features of the IBM AIX operating system, see this website:

http://www.ibm.com/systems/power/software/aix/index.htm]

3.1.4 Cross-cluster communication

In the DS8880, the 1/0 enclosures are connected point-to-point and each CPC uses a PCle
architecture. DS8880 uses the PCle paths between the I/O enclosures to provide the
cross-cluster (XC) communication between CPCs. This configuration means that no separate
path is between the XC communications and I/O traffic, which simplifies the topology. During
normal operations, the XC communication traffic uses a small portion of the overall available
PCle bandwidth (less than 1.7%), so XC communication traffic has a negligible effect on

I/O performance.

Figure 3-1 shows the redundant PCle fabric design for XC communication in the DS8880. If
the 1/0 enclosure that is used as the XC communication path fails, the system automatically
uses an available alternative 1/0 enclosure for XC communication.
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Figure 3-1 DS8886 XC communication through the PCle fabric and I/O enclosures

3.1.5 Environmental monitoring

70

The environment (power, fans, and temperature) is monitored by the FSP. Environmental
critical and non-critical conditions generate emergency power-off warning (EPOW) events.
Critical events (for example, a complete input power loss) trigger the correct signals from the
hardware to start an emergency shutdown to prevent data loss without operating system or
firmware involvement. Non-critical environmental events are logged and reported by using
Event Scan.
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The temperature is also monitored. If the ambient temperature rises above a preset operating
range, the rotational speed of the cooling fans increases. Temperature monitoring also warns
the Licensed Internal Code (LIC) of potential environmental problems. An orderly system
shutdown, including a service call to IBM, occurs when the operating temperature exceeds a
critical level.

Voltage monitoring provides a warning and an orderly system shutdown when the voltage is
out of the operational specification range.

Additional monitoring support can be found with DSCLI showsu command by using the Added
Energy Report Test Mode, ER Recorded, ER Power Usage, ER Inlet Temp, ER I/O Usage,
and ER Data Usage fields.

3.1.6 Resource unconfiguration

If recoverable errors exceed threshold limits, resources can be unconfigured to keep the
system operational. This ability allows deferred maintenance at a more convenient time.
Dynamic deconfiguration of potentially failing components is nondisruptive, which allows the
system to continue to run. Persistent deconfiguration occurs when a failed component is
detected. It is then deactivated on a subsequent restart.

Dynamic deconfiguration functions include the following components:

Processor

L3 cache lines

Partial L2 cache deconfiguration
PCle bus and slots

vyvyyy

Persistent deconfiguration functions include the following components:

» Processor

» Memory

» Unconfigure or bypass failing /0 adapters
» L2 cache

After a hardware error that is flagged by the service processor, the subsequent restart of the
processor complex starts extended diagnostic testing. If a processor or memory is marked for
persistent deconfiguration, the boot process attempts to proceed to completion with the faulty
device automatically unconfigured. Failing I/O adapters are unconfigured or bypassed during
the boot process.

3.2 CPC failover and failback

To understand the process of CPC failover and failback, the logical construction of the
DS8880 must be reviewed. For more information, see Chapter 4, “Virtualization concepts” on
page 97.

3.2.1 Dual cluster operation and data protection

For processing host data, a basic premise of RAS is that the DS8880 always tries to maintain
two copies of the data while the data moves through the storage system. Two areas of the
primary memory of the nodes are used for holding host data: Cache memory and NVS. NVS
for DS8886 is 1/16 of system memory with a minimum of 8 GB total on most configurations.
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For a DS8886/DS8888 with 2 TB of total system memory, NVS is 1/32 of system memory
(64 GB). For DS8884, all configurations use 1/16 of system memory for a minimum of 4 GB of
NVS. NVS contains write data until the data is destaged from cache to the drives. NVS data is
written to the CPC hard disk drives (HDDs) in an emergency shutdown due to a complete loss
of input AC power.

When a write is sent to a volume and both the nodes are operational, the write data is placed
into the cache memory of the owning node and into the NVS of the other processor complex.
The NVS copy of the write data is accessed only if a write failure occurs and the cache
memory is empty or possibly invalid. Otherwise, the NVS copy of the write data is discarded
after the destage from cache to the drives is complete.

The location of write data when both CPCs are operational is shown in Figure 3-2.

NVS for NVS for
obDD EVEN
numbered numbered
LSS LSS

Cache Cache
Memory for Memory for
EVEN oDD
numbered numbered
LSS LSS

CPCO CPC1
Figure 3-2 Write data when CPCs are both operational

Figure 3-2 shows how the cache memory of node 0 in CPCO is used for all logical volumes
that are members of the even logical subsystems (LSSs). Likewise, the cache memory of
node 1 in CPC1 supports all logical volumes that are members of odd LSSs. For every write
that is placed into cache, a copy is placed into the NVS memory that is in the alternative node.
Therefore, the following normal flow of data for a write when both CPCs are operational is
used:

1. Data is written to cache memory in the owning node. At the same time, data is written to
NVS memory of the alternative node.

2. The write operation is reported to the attached host as completed.

3. The write data is destaged from the cache memory to a drive array.

4. The write data is discarded from the NVS memory of the alternative node.

Under normal operation, both DS8880 nodes are actively processing I/O requests. The

following sections describe the failover and failback procedures that occur between the CPCs
when an abnormal condition affects one of them.
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3.2.2 Failover

In the example that is shown in Figure 3-3, CPCO failed. CPC1 needs to take over all of the
CPCO functions. All storage arrays are accessible by both CPCs.

NVS for NVS NVS

S 857 For ODD

QUM numbered
LSS LSS

Cache Cache
Memory fo. Memory [ LTT13Y
EVEN For EVEN For ODD

U1 numbered
numbered LSS LSS

LSS

CPCO CPC1
Failover m—)

Figure 3-3 CPCO failover to CPC1

At the moment of failure, node 1 in CPC1 includes a backup copy of the node 0 write data in
its own NVS. From a data integrity perspective, the concern is the backup copy of the node 1
write data, which was in the NVS of node 0 in CPCO when it failed. Because the DS8880 now
has only one copy of that data (active in the cache memory of node 1 in CPC1), it performs
the following steps:

1. Node 1 destages the contents of its NVS (the node 0 write data) to the drive subsystem.
However, before the actual destage and at the beginning of the failover, the following tasks
occur:

a. The surviving node starts by preserving the data in cache that was backed up by the
failed CPC NVS. If a restart of the single working CPC occurs before the cache data is
destaged, the write data remains available for subsequent destaging.

b. The existing data in cache (for which still only a single volatile copy exists) is added to
the NVS so that it remains available if the attempt to destage fails or a server restart
occurs. This function is limited so that it cannot consume more than 85% of NVS
space.

2. The NVS and cache of node 1 are divided in two, half for the odd LSSs and half for the
even LSSs.

3. Node 1 begins processing the 1/O for all the LSSs, taking over for node 0.

This entire process is known as a failover. After failover, the DS8880 operates as shown in

Figure 3-3. Node 1 now owns all the LSSs, which means all reads and writes are serviced by

node 1. The NVS inside node 1 is now used for both odd and even LSSs. The entire failover
process is transparent to the attached hosts.
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The DS8880 can continue to operate in this state indefinitely. No functionality is lost but the
redundancy is lost, and performance is decreased because of the reduced system cache.
Any critical failure in the working CPC renders the DS8880 unable to serve 1/O for the arrays.
Because of this failure, the IBM Support team must begin work immediately to determine the
scope of the failure and to build an action plan to restore the failed CPC to an operational
state.

3.2.3 Failback

The failback process always begins automatically when the DS8880 determines that the
failed CPC resumed to an operational state. If the failure was relatively minor and recoverable
by the DS8880 operating system, the software starts the resume action. If a service action
occurred and hardware components were replaced, the IBM service support representative
(SSR) or remote support engineer resumes the failed CPC.

This example in which CPCO failed assumes that CPCO was repaired and resumed. The
failback begins with server 1 in CPC1 starting to use the NVS in node 0 in CPCO again, and
the ownership of the even LSSs being transferred back to node 0. Normal I/O processing,
with both CPCs operational, then resumes. Just like the failover process, the failback process
is transparent to the attached hosts.

In general, recovery actions (failover or failback) on the DS8880 do not affect I/0 operation
latency by more than 8 seconds.

If you require real-time response in this area, contact IBM to determine the latest information
about how to manage your storage to meet your requirements.

3.2.4 NVS and power outages
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During normal operation, the DS8880 preserves write data by storing a duplicate in the NVS
of the alternative CPC. To ensure that this write data is not lost because of a power event, the
DS8880 direct current uninterruptible power supplies (DC-UPSs) contain Battery Service
Module (BSM) sets. The BSM sets provide continuity of power during AC power loss that is
long enough for the CPCs to write modified data to their internal hard disks. The design is to
not move the data from NVS to the disk arrays. Instead, each CPC features dual internal
disks that are available to store the contents of NVS.

Important: Unless the extended power-line disturbance (ePLD) feature is installed, the
BSM sets ensure storage operation for up to 4 seconds in a power outage. After this
period, the BSM sets keep the CPCs and I/O enclosures operable long enough to write
NVS contents to internal CPC hard disks. The ePLD feature can be ordered so that drive
operations can be maintained for 40 seconds after a power disruption.

If any frames lose AC input (which is known as wall power or line power) to both DC-UPSs,
the CPCs are informed that they are running on batteries. In continuous power unavailability
for 4 seconds, the CPCs begin a shutdown procedure, which is known as an on-battery
condition. It is during this emergency shutdown that the entire contents of NVS are written to
the CPC HDDs so that the write data will be available for destaging after the CPCs are
operational again.

If power is lost to a single DC-UPS, the partner DC-UPS provides power to this UPS, and the
output power to other DS8880 components remains redundant.
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The following sections describe the steps that are used if dual AC power is lost to the entire
frame.

Power loss
When an on-battery condition shutdown begins, the following events occur:

1. All host adapter /O is blocked.

2. Each CPC begins copying its NVS data to internal disk (not the storage drives). For each
CPC, two copies are made of the NVS data. This process is referred to as fire hose dump
(FHD).

3. When the copy process is complete, each CPC shuts down.
4. When the shutdown in each CPC is complete, the DS8880 is powered off.

Power restored

When power is restored, the DS8880 needs to be powered on manually, unless the remote
power control mode is set to automatic.

Note: Be careful before you decide to set the remote power control mode to automatic. If
the remote power control mode is set to automatic, after input power is lost, the DS8880 is
powered on automatically as soon as external power becomes available again. For more
information about how to set power control on the DS8880, see the IBM System Storage
DS8000 IBM Knowledge Center at the following website:

https://www.ibm.com/support/knowledgecenter/ST8NCA/product welcome/ds8000 kcwel
come.html

After the DS8880 is powered on, the following events occur:
1. When the CPCs power on, the PHYP loads and power-on self-test (POST) runs.
2. Each CPC begins the initial microcode load (IML).

3. At an early stage in the IML process, the CPC detects NVS data on its internal disks and
restores the data to destage it to the storage drives.

3.3 Data flow in the DS8880

The DS8880 connectivity between the CPC and the I/O enclosures uses the many strengths
of the PCle architecture.

For more information, see 2.3.4, “Peripheral Component Interconnect Express adapters” on
page 39.

3.3.1 1/0 enclosures

As shown in Figure 3-1 on page 70, each CPC on a DS8886 is connected to all four I/O
enclosures (base frame) or all eight I/O enclosures when the first expansion frame is
installed, by PCI Express cables. This configuration makes each I/O enclosure an extension
of each processor complex. The DS8884 has a base of two 1/0 enclosures, and a maximum
of four.
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The DS8880 I/0O enclosures use adapters with PCI Express connections. The I/O adapters in
the 1/0 enclosures are concurrently replaceable. Each slot can be independently powered off
for concurrent replacement of a failed adapter, installation of a new adapter, or removal of a
failed adapter.

In addition, each 1/O enclosure has N+1 power and cooling in the form of two power supplies
with integrated fans. The power supplies can be concurrently replaced and a single power
supply can provide power to the whole I/O enclosure.

3.3.2 Host connections

Each DS8880 Fibre Channel host adapter (HA) provides four or eight ports for connectivity
directly to a host or to a Fibre Channel storage area network (SAN). The 16 Gb host adapters
have four ports.

Single or multiple path

The HAs are shared between the CPCs. To illustrate this concept, Figure 3-4 shows a
potential system configuration. In this example, two 1/O enclosures are shown. Each 1/0
enclosure has up to two Fibre Channel host adapters. If a host server has only a single path
to a DS8880, as shown in Figure 3-4, it can access volumes that belong to all LSSs because
the HA directs the I/O to the correct CPC. However, if an error occurs on the HA, HA port, I/0
enclosure, or in the SAN, all connectivity is lost because this configuration has no
redundancy, and it is not advised. The same is true for the host bus adapter (HBA) in the
attached host, making it a single point of failure (SPOF) without a redundant HBA.

Important: For host connectivity, hosts that access the DS8880 must have at least two
connections to I/O ports on separate host adapters in separate I/O enclosures.

Figure 3-4 shows a single-path host connection.

Single pathed host

HBA

|HP|HP|HP|HP| |HP|HP|HP|HP|

Host Host
Adapter Adapter

I/0O enclosure 2

PCI PCI
Express Express,
I/O enclosure 3
Host Host
Adapter Adapter

IHPIHPIHPIHPI IHPIHPIHPIHPI

Figure 3-4 A single-path host connection
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A more robust design is shown in Figure 3-5, in which the host is attached to separate Fibre
Channel host adapters in separate 1/0 enclosures. This configuration is also important
because during a LIC update, a host adapter port might need to be taken offline. This
configuration allows host I/O to survive a hardware failure on any component on either path.

Dual pathed host

HBA HBA

N\
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X
|HP|HP|HP|HP| |HP|HP|HP|HP|

Host Host
Adapter Adapter

I/O enclosure 2

PCI PCl
Express Expres:
I/O enclosure 3

Host Host
Adapter Adapter
IHPIHPIHPIHPI IHPIH:IHPIHPI
\

Figure 3-5 A dual-path host connection

SAN/FICON switches

Because many hosts can connect to the DS8880 each by using multiple paths, the number of
host adapter ports that are available in the DS8880 might not be sufficient to accommodate
all of the connections. The solution to this problem is the use of SAN switches or directors to
switch logical connections from multiple hosts. In a z Systems environment, a SAN switch or
director that supports Fibre Channel connection (FICON) is required.

A logic or power failure in a switch or director can interrupt communication between hosts and
the DS8880. Provide more than one switch or director to ensure continued availability.
Configure ports from two separate host adapters in two separate I/O enclosures to go through
each of two directors. The complete failure of either director leaves the paths that are
configured to the alternative director still available.

Using channel extension technology

For Copy Services scenarios in which single mode fiber distance limits are exceeded, use of
channel extension technology is required. The following website contains information about
network devices that are marketed by IBM and other companies to extend Fibre Channel
communication distances. They can be used with DS8000 Series Metro Mirror, Global Copy,
Global Mirror, Metro/Global Mirror (MGM) Support, and z/OS Global Mirror. For more
information, see the DS8000 Series Copy Services Fibre Channel Extension Support Matrix:

http://www.ibm.com/support/docview.wss?uid=ssg1S7003277
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Support for T10 Data Integrity Field standard

The DS8880 incorporates the ANSI T10 Data Integrity Field (DIF) standard for fixed-block
(FB) volumes.

When data is read, the DIF is checked before the data leaves the DS8880 and again when
the data is received by the host system. Previously, it was only possible to ensure the data
integrity within the storage system with ECC. However, T10 DIF can now check end-to-end
data integrity through the SAN. Checking is done by hardware, so no performance impact
occurs.

For more information about T10 DIF implementation in the DS8880, see “T10 data integrity
field support” on page 109.

Robust and resilient SAN data transfer

Forward Error Correction (FEC) is enabled on 16 Gbps host adapters by implementing
redundant data transfer in terms of ECC. FEC is also implemented on z13 (and later)
Systems to achieve the end-to-end prevention of 1/O errors.

To provide more proactive system diagnosis information about SAN fabric systems, read
diagnostic parameters, which comply to industry standards, are implemented on the DS8880.
This function provides host software with the capability to perform predictive failure analysis
on degraded SAN links before they fail.

Multipathing software

Each attached host operating system requires multipathing software to manage multiple
paths to the same device, and to provide at least redundant routes for host I/O requests.
When a failure occurs on one path to a logical device, the multipathing software on the
attached host can identify the failed path and route the I/O requests for the logical device to
alternative paths. Furthermore, it can likely detect when the path is restored. The multipathing
software that is used varies by attached host operating system and environment, as
described in the following sections.

Open systems

In most open systems environments, multipathing is available at the operating system level.
The Subsystem Device Driver (SDD), which was provided and maintained by IBM for several
operating systems, is the old approach for a multipathing solution.

For the AIX operating system, the DS8880 is supported through the AIX multipath I/O (MPIO)
framework, which is included in the base AIX operating system. Choose either to use the
base AIX MPIO support or to install the Subsystem Device Driver Path Control Module
(SDDPCM).

For multipathing under Microsoft Windows, Subsystem Device Driver Device Specific Module
(SDDDSM) is available.

For more information about the multipathing software that might be required for various
operating systems, see the IBM System Storage Interoperation Center (SSIC) at this website:
https://www.ibm.com/systems/support/storage/ssic/

Multipathing is covered in more detail in the IBM DS8000 Host Systems Attachment Guide,
SC27-8527.
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z Systems

In the z Systems environment, the preferred practice is to provide multiple paths from each
host to a storage system. Typically, four or eight paths are installed. The channels in each
host that can access each logical control unit (LCU) in the DS8880 are defined in the
hardware configuration definition (HCD) or input/output configuration data set (IOCDS) for
that host. Dynamic Path Selection (DPS) allows the channel subsystem to select any
available (non-busy) path to start an operation to the disk subsystem. Dynamic Path
Reconnect (DPR) allows the DS8880 to select any available path to a host to reconnect and
resume a disconnected operation, for example, to transfer data after disconnection because
of a cache miss.

These functions are part of the z Systems architecture and they are managed by the channel
subsystem on the host and the DS8880.

A physical FICON path is established when the DS8880 port sees light on the fiber, for
example, a cable is plugged in to a DS8880 host adapter, a processor or the DS8880 is
powered on, or a path is configured online by z/OS. Now, logical paths are established
through the port between the host, and part or all of the LCUs in the DS8880 are controlled by
the HCD definition for that host. This configuration happens for each physical path between a
z Systems host and the DS8880. Multiple system images can be in a CPU. Logical paths are
established for each system image. The DS8880 then knows the paths that can be used to
communicate between each LCU and each host.

Control-unit initiated reconfiguration (CUIR) varies off a path or paths to all z Systems hosts
to allow service to an I/O enclosure or host adapter, then varies on the paths to all host
systems when the host adapter ports are available. This function automates channel path
management in z Systems environments in support of selected DS8880 service actions.

CUIR is available for the DS8880 when it operates in the z/OS and IBM z/VM® environments.
CUIR provides automatic channel path vary on and vary off actions to minimize manual
operator intervention during selected DS8880 service actions.

CUIR also allows the DS8880 to request that all attached system images set all paths that are
required for a particular service action to the offline state. System images with the correct
level of software support respond to such requests by varying off the affected paths, and
either notifying the DS8880 subsystem that the paths are offline, or that it cannot take the
paths offline. CUIR reduces manual operator intervention and the possibility of human error
during maintenance actions, and reduces the time that is required for the maintenance. This
function is useful in environments in which many z/OS or z/VM systems are attached to a
DS8880.

3.3.3 Metadata checks

When application data enters the DS8880, special codes or metadata, which is also known as
redundancy checks, are appended to that data. This metadata remains associated with the
application data while it is transferred throughout the DS8880. The metadata is checked by
various internal components to validate the integrity of the data as the data moves throughout
the disk system. It is also checked by the DS8880 before the data is sent to the host in
response to a read I/O request. The metadata also contains information that is used as an
extra level of verification to confirm that the data that is returned to the host is coming from the
location that you want on the disk.

The metadata check is independent of the DS8880 T10 DIF support for fixed-block volumes
(Linux on z Systems and AlIX on Power Systems). For more information about T10 DIF
implementation in the DS8880, see “T10 data integrity field support” on page 109.
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3.4 RAS on the Hardware Management Console

The Hardware Management Console (HMC) is used to configure, manage, and maintain the
DS8880. One HMC (the primary) is included in every DS8880 base frame. A second HMC
(the secondary) can be ordered, and is also in the base frame. The DS8880 HMCs work with
IPv4, IPv6, or a combination of both IP standards. For more information about the HMC and
network connections, see 8.1.1, “Management Console hardware” on page 205 and 7.3,
“Network connectivity planning” on page 194.

The HMC is the DS8880 management focal point. If no HMC is operational, it is impossible to
run maintenance, modifications to the logical configuration, or Copy Services tasks, such as
the establishment of FlashCopies, by using the data storage command-line interface (DS CLI)
or Storage Management GUI. Ordering and implementing a secondary HMC provides a
redundant management focal point.

3.4.1 Licensed Internal Code updates

The DS8880 contains many discrete redundant components. The DS8880 architecture allows
concurrent code updates. This ability is achieved by using the redundant design of the
DS8880. The following components have firmware that can be updated concurrently:

FSP

DC-UPS

Rack power control (RPC) cards

Host adapters

Fibre Channel interface cards (FCICs)
Device adapters (DAs)

Drives, flash drives, and flash cards

vyVVyVYVYVYYVYY

The DS8880 CPCs have an operating system (AIX) and licensed machine code (LMC) that
can be updated. As IBM continues to develop and improve the DS8880, new releases of
firmware and LMC become available that offer improvements in function and reliability. For
more information about LIC updates, see Chapter 13, “Licensed machine code” on page 409.

3.4.2 Call home and remote support

This section describes the call home feature and remote support capability.

Call home

Call home is the capability of the DS8880 to notify the client and IBM Support to report a
problem. Call home is configured in the HMC at installation time. Call home to IBM Support is
done over the customer network through a secure protocol. Customer notification can also be
configured as email or Simple Network Management Protocol (SNMP) alerts. An example of
an email notification output is shown in Example 3-1.

Example 3-1 Typical email notification output
REPORTING SF MTMS:  2107-981*75DMC10

FAILING SF MTMS: 2107-981*75DMC10

REPORTING SF LPAR:  SF75DMC10ESS11

PROBLEM NUMBER: 168

PROBLEM TIMESTAMP:  Oct 30, 2016 2:52:22 AM MST
REFERENCE CODE: BE83CB93

R R R R START OF NOTE LOG B R R
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BASE RACK ORDERED MTMS 2834-981*75DMC10

LOCAL HMC MTMS 8100LI7*P210927 HMC ROLE Primary

LOCAL HMC INBOUND MODE Attended MODEM PHONE Unavailable
LOCAL HMC INBOUND CONFIG Continuous

LOCAL HMC OUTBOUND CONFIG None FTP: disabled

REMOTE HMC Single HMC

AOS STATUS Not Running AOS VERSION 4.0

AOS ACL=(DS8k, Storage) AQS TRACE Enable

HMC CE default HMC REMOTE default

HMC PE default HMC DEVELOPER default

2107 BUNDLE 88.0.135.0

HMC BUILD 20151021.1

LMC LEVEL v25.80.0 build level 20151025.2
FIRMWARE LEVEL SRVO 01Sv810135 SRV1 01Sv810135

PARTITION NAME SF75DMC10ESS11

PARTITION HOST NAME SF75DMC10ESS11

PARTITION STATUS SFI 2107-981*75DMC11 SVR 8286-42A*21C05AV LPAR SF75DMC10ESS11 STATE =
AVAILABLE

FIRST REPORTED TIME Oct 30, 2016 2:52:22 AM MST
LAST REPORTED TIME Oct 30, 2016 2:52:22 AM MST
CALL HOME RETRY #0 of 12 on Oct 30, 2016 2:52:22 AM MST.

REFCODE BE83CB93..... <=== System Reference Code (SRC)
SERVICEABLE EVENT TEXT
Device adapter reset reached threshold, adapter fenced. ... <=== Description of Problem

FRU group MEDIUM FRU class FRU

FRU Part Number 31P1452 FRU CCIN DAD4
FRU Serial Number YP10BG37KO005

FRU Location Code U1500.1B2.RJBAY02-P1-C6
FRU Previously Replaced No

FRU Previous PMH N/A

R R R Rk R R R R R END OF NOTE LOG *kkkkkkkhxk k*kkkkkkkkhkxk *kkkk

For more information about planning the connections that are needed for HMC installations,
see Chapter 8, “IBM DS8880 Management Console planning and setup” on page 203.

For more information about setting up SNMP notification, see Chapter 14, “Monitoring with
Simple Network Management Protocol” on page 419.

Remote support

Remote Support is the ability of an IBM support representative to remotely access the
DS8880. This capability can be configured at the HMC, and access is by Assist On-site
(AOS).

For more information about remote support operations, see Chapter 15, “Remote support” on
page 433.

For more information about AOS, see IBM Assist On-site for Storage Overview, REDP-4889.
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3.5 RAS on the storage subsystem

The DS8880 was designed to safely store and retrieve large amounts of data. Redundant
Array of Independent Disks (RAID) is an industry-wide method to store data on multiple
physical disks to enhance data redundancy. Many variants of RAID are in use today. The
DS8880 supports RAID 6, RAID 10, and RAID 5. The DS8880 does not support a non-RAID
configuration of disks, which is also known as just a bunch of disks (JBOD).

3.5.1 RAID configurations
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The following RAID configurations are supported on DS8880:

» 5+P+Q+S RAID 6 configuration: The array consists of five data drives and two parity
drives. The remaining drive on the array site is used as a spare.

» 6+P+Q RAID 6 configuration: The array consists of six data drives and two parity drives.

» 3+3+2S RAID 10 configuration: The array consists of three data drives that are mirrored to
three copy drives. Two drives on the array site are used as spares.

» 4+4 RAID 10 configuration: The array consists of four data drives that are mirrored to four
copy drives.

» 6+P+S RAID 5 configuration (with drive sizes less than 1 TB): The array consists of six
data drives and one parity drive. The remaining drive of the array site is used as a spare.

» 7+P RAID 5 configuration (with drive sizes less than 1 TB): The array consists of seven
data drives and one parity drive.

Note: The following characteristics refer to RAID:
» Spare drives are globally available to the DA pair.

» The +P/+Q indicators do not mean that a single drive is dedicated to holding the parity
bits for the RAID. The DS8880 uses floating parity technology so that no single drive is
always involved in every write operation. The data and parity stripes float among the
member drives of the array to provide optimum write performance.

Capacity Magic is an easy-to-use tool to help with capacity planning for physical and usable
capacities based on installation drive capacities and quantities in intended RAID
configurations.

If RAID reconfiguration is required, an available capacity of free space is required, and it must
be allowed for. For example, if the storage system is 98% provisioned with RAID-6 arrays, it
might not be possible to complete an online reconfiguration to reconfigure a RAID 6 array into
a RAID 10 array.

RAID 6 is the default when creating new arrays by using the DS Storage Manager GUI.
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Important: The following restrictions apply:

» Do not use RAID 5 with drive sizes larger than 1 TB.
» Within one HPFE Gen2 pair of six array sites, a RAID intermix is not possible.

Consult with your IBM SSR for the latest information about supported RAID configurations.

The Request for Price Quotation (RPQ)/Storage Customer Opportunity REquest (SCORE)
System process can be used to submit requests to reenable RAID configurations which
otherwise are considered as not recommended. For example, RAID5 can be configured for
drives of less than 1 TB, but this is not recommended and will require a risk acceptance

3.5.2 Drive path redundancy

Each drive in the DS8880 is attached to two Fibre Channel switches. These switches are built
into the standard drive enclosure FCICs. Figure 3-6 shows the redundancy features of the
DS8880 switched Fibre Channel Arbitrated Loop (FC-AL) drive architecture.

Each drive has two separate connections to the enclosure backplane. This configuration
allows a drive to be simultaneously attached to both FC switches. If either drive enclosure
FCIC is removed from the enclosure, the switch that is included in that FCIC is also removed.
However, the FC switch in the remaining FCIC retains the ability to communicate with all the
drives and both DAs in a pair. Similarly, each DA has a path to each switch, so it can also
tolerate the loss of a single path. If both paths from one DA fail, it cannot access the switches.
However, the partner DA retains connection.

DS8000 Storage Enclosure with Switched Dual Loops

Next CPC O Next
Storage Device Storage
Enclosure Adapter Enclosure

CPC1
Device
Adapter

Out Out In In In In Out Out
FC-AL Switch FC-AL Switch

Storage Enclosure Backplane

abasesa esasus

Disk Drive Modules

Figure 3-6 Standard drive enclosure: Switched FC-AL paths

Figure 3-6 also shows the connection paths to the neighboring drive enclosures. Because
expansion is performed in this linear fashion, adding enclosures is nondisruptive.

For more information about the drive subsystem of the DS8880, see 2.5, “Storage enclosures
and drives” on page 48.
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3.5.3 Predictive Failure Analysis

The storage drives that are used in the DS8880 incorporate Predictive Failure Analysis (PFA)
and can anticipate certain forms of failures by keeping internal statistics of read and write
errors. If the error rates exceed predetermined threshold values, the drive is nominated for
replacement. Because the drive did not yet fail, data can be copied directly to a spare drive by
using the technique that is described in 3.5.5, “Smart Rebuild” on page 84. This copy ability
avoids the use of RAID recovery to reconstruct all of the data onto the spare drive.

3.5.4 Disk scrubbing

The DS8880 periodically reads all sectors on a disk. This reading is designed to occur without
any interference with application performance. If ECC detects correctable bad bits, the bits
are corrected immediately. This ability reduces the possibility of multiple bad bits
accumulating in a sector beyond the ability of ECC to correct them. If a sector contains data
that is beyond ECC'’s ability to correct, RAID is used to regenerate the data and write a new
copy onto a spare sector of the drive. This scrubbing process applies to drives that are array
members and spares.

3.5.5 Smart Rebuild
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Smart Rebuild is a function that is designed to help reduce the possibility of secondary
failures and data loss of RAID arrays. It can be used to rebuild a RAID 5 array when certain
drive errors occur and a normal determination is made that it is time to use a spare to
proactively replace a failing drive. If the suspect drive is still available for I/O, it is kept in the
array rather than being rejected as under a standard RAID rebuild. A spare is brought into the
array at the same time.

The suspect drive and the new spare are set up in a temporary RAID 1 association, allowing
the troubled drive to be duplicated onto the spare rather than running a full RAID
reconstruction from data and parity. The new spare is then made a regular member of the
array and the suspect drive is rejected from the RAID array. The array never goes through an
n-1 stage in which it might suffer a complete failure if another drive in this array encounters
errors. The result saves substantial time and provides a new level of availability that is not in
other RAID 5 products.

Smart Rebuild is not applicable in all situations, so it is not always used. If two drives with
errors are in a RAID 6 configuration, or if the drive mechanism failed to the point that it cannot
accept any I/O, the standard RAID rebuild procedure is used for the RAID array. If
communications across a drive fabric are compromised, such as an FC-AL loop error that
causes the drive to be bypassed, standard RAID rebuild procedures are used because the
suspect drive is not available for a one-to-one copy with a spare. If Smart Rebuild is not
possible or does not provide the designed benefits, a standard RAID rebuild occurs.

Smart Rebuild drive error patterns are continuously analyzed as part of one of the normal
tasks that are run by the DS8880 LIC. Drive firmware is optimized to report predictive errors
to the DA. At any time, when certain drive errors (following specific criteria) reach a
determined threshold, the RAS LIC component starts Smart Rebuild within the hour. This
enhanced technique, when it is combined with a more frequent schedule, leads to
considerably faster identification if drives show signs of imminent failure.
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A fast response in fixing drive errors is vital to avoid a second drive failure in the same RAID 5
array, and to avoid potential data loss. The possibility of having an array that has no
redundancy, such as when a RAID rebuild occurs, is reduced by shortening the time when a
specific error threshold is reached until Smart Rebuild is triggered, as described in the
following scenarios:

» Smart Rebuild might avoid the circumstance in which a suspected drive is rejected
because Smart Rebuild process is started before rejection. Therefore, Smart Rebuild
prevents the array from going to a standard RAID rebuild, during which the array has no
redundancy and is susceptible to experiencing a second drive failure.

» Crossing the drive error threshold is detected by DS8880 LIC immediately because
DS8880 LIC continuously analyzes drive errors.

» RAS LIC component starts Smart Rebuild after Smart Rebuild threshold criteria are met.
The Smart Rebuild process runs every hour and does not wait for 24 hours as in the past.

IBM remote support representatives can manually start a Smart Rebuild if needed, such as
when two drives in the same array logged temporary media errors. In this case, it is
considered appropriate to manually start the rebuild.

3.5.6 RAID 5 overview

The DS8880 supports RAID 5 arrays when used with small drive sizes (upto 1 TB). RAID 5 is
a method of spreading volume data plus parity data across multiple drives. RAID 5 provides
faster performance by striping data across a defined set of drives. Data protection is provided
by the generation of parity information for every stripe of data. If an array member fails, its
contents can be regenerated by using the parity data.

The DS8880 uses the idea of striped parity, which means that no single drive in an array is
dedicated to holding parity data, which makes such a drive active in every 1/O operation.
Instead, the drives in an array rotate between holding data stripes and holding parity stripes,
balancing out the activity level of all drives in the array.

RAID 5 implementation in DS8880

In DS8880 standard drive enclosures, an array that is built on one array site contains eight
disks. The first four array sites on a DA pair have a spare assigned, and the rest of the array
sites have no spare assigned, if all disks are the same capacity and speed. An array site with
a spare creates a RAID 5 array that is 6+P+S (where the P stands for parity and S stands for
spare). The other array sites on the DA pair are 7+P arrays.

A High-Performance Flash Enclosure pair (Gen2) contains six array sites (like a standard
enclosure pair), but the HPFE Gen-2 pair then has two spare flash cards for each such
enclosure pair.

Drive failure with RAID 5

When a drive fails in a RAID 5 array, the device adapter rejects the failing drive and takes one
of the hot spare drives. Then the DA starts the rebuild, which is an operation to reconstruct
the data that was on the failed drive onto one of the spare drives. The spare that is used is
chosen based on a smart algorithm that looks at the location of the spares and the size and
location of the failed drive. The RAID rebuild is run by reading the corresponding data and
parity in each stripe from the remaining drives in the array, running an exclusive-OR operation
to re-create the data, and then writing this data to the spare drive.
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While this data reconstruction occurs, the device adapter can still service read and write
requests to the array from the hosts. Performance might degrade while the rebuild operation
is in progress because DA and switched network resources are used to complete the
reconstruction. Because of the switch-based architecture, this effect is minimal. Also, any
read requests for data on the failed drive require data to be read from the other drives in the
array, and then the DA reconstructs the data.

Performance of the RAID 5 array returns to normal when the data reconstruction onto the
spare drive completes. The time that is required for rebuild varies depending on the capacity
of the failed drive and the workload on the array, the switched network, and the DA. The use
of array across loops (AAL) speeds up rebuild time and decreases the impact of a rebuild.

Note: RAID 5 is not recommended anymore, and is disabled for drive sizes larger than
1 TB.

Even with additional optimizations like Smart Rebuild, given the relative probabilities of a
dual-drive failure in a RAID 5 in combination with potentially long rebuild times of
large-capacity drives justify another RAID type to achieve the highest availability levels
possible with such a storage system. Consult your local IBM representative if using RAID 5 is
still needed (RPQ/SCORE with large drives).

3.5.7 RAID 6 overview
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The DS8880 supports RAID 6 protection. RAID 6 presents an efficient method of data
protection in double drive errors, such as two drive failures, two coincident medium errors, or
a drive failure and a medium error. RAID 6 protection provides more fault tolerance than
RAID 5 in drive failures and uses less raw drive capacity than RAID 10.

Note: RAID 6 is in most cases the default and preferred setting in the DS8880.

RAID 6 provides around a 1,000 times improvement over RAID 5 for impact risk. RAID 6
allows more fault tolerance by using a second independent distributed parity scheme (dual
parity). Data is striped on a block level across a set of drives, similar to RAID 5 configurations.
The second set of parity is calculated and written across all of the drives and reduces the
usable space compared to RAID 5. The striping is shown in Figure 3-7 on page 87.

RAID 6 is best used with large-capacity drives because they have a longer rebuild time. One
risk is that longer rebuild times increase the possibility that a second drive error occurs during
the rebuild window. Comparing RAID 6 to RAID 5 performance gives about the same results
on reads. For random writes, the throughput of a RAID 6 array is only two-thirds of a RAID 5,
due to the extra parity handling. Workload planning is important before RAID 6 for
write-intensive applications is implemented, including Copy Services targets. In case of very
high random-write ratios, RAID 10 can be the better choice.
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When RAID 6 is sized correctly for the /0 demand, it is a considerable reliability
enhancement, as shown in Figure 3-7.

One Stride with 5 data drives (5+P+Q):

Drives 0 1
o ¢
5 6
10 11
15 16
P41

P00 = 0+1+2+3+4; P10 = 5+6+7+8+9; etc.
P01 = 9+13+17+0; P11 = 14+18+1+5; efc.
P41 = 4+8+12+16

NOTE: For illustrative purposes only — implementation details vary,
parity is striped across all drives

Figure 3-7 lllustration of one RAID 6 stripe on a 5+P+Q+S array

RAID 6 implementation in the DS8880

A RAID 6 array in one array site of a DS8880 can be built in one of the following
configurations:

» In a seven-drive array, two drives are always used for parity, and the eighth drive of the
array site is needed as a spare. This type of RAID 6 array is referred to as a 5+P+Q+S
array, where P and Q stand for parity and S stands for spare.

» A RAID 6 array, which consists of eight drives, is built when all necessary spare drives are
configured for the DA pair. An eight-drive RAID 6 array also always uses two drives for
parity, so it is referred to as a 6+P+Q array.

Drive failure with RAID 6

When a drive fails in a RAID 6 array, the DA starts to reconstruct the data of the failing drive
onto one of the available spare drives. A smart algorithm determines the location of the spare
drive to use, depending on the capacity and the location of the failed drive. After the spare
drive replaces a failed drive in a redundant array, the recalculation of the entire contents of the
new drive is run by reading the corresponding data and parity in each stripe from the
remaining drives in the array. This data is then written to the spare drive.

During the rebuild of the data on the new drive, the DA can still handle I/O requests of the
connected hosts to the affected array. Performance degradation might occur during the
reconstruction because DAs and switched network resources are used to do the rebuild.
Because of the switch-based architecture of the DS8880, this effect is minimal. Additionally,
any read requests for data on the failed drive require data to be read from the other drives in
the array, and then the DA reconstructs the data. Any subsequent failure during the
reconstruction within the same array (second drive failure, second coincident medium errors,
or a drive failure and a medium error) can be recovered without data loss.
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Performance of the RAID 6 array returns to normal when the data reconstruction on the spare
drive is complete. The rebuild time varies, depending on the capacity of the failed drive and
the workload on the array and the DA. The completion time is comparable to a RAID 5 rebuild,
but slower than rebuilding a RAID 10 array in a single drive failure.

3.5.8 RAID 10 overview
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RAID 10 provides high availability by combining features of RAID 0 and RAID 1. RAID 0
optimizes performance by striping volume data across multiple drives. RAID 1 provides drive
mirroring, which duplicates data between two drives. By combining the features of RAID 0O
and RAID 1, RAID 10 provides a second optimization for fault tolerance. Data is striped
across half of the drives in the RAID 1 array. The same data is also striped across the other
half of the array, which creates a mirror. Access to data is preserved if one drive in each
mirrored pair remains available. RAID 10 offers faster data reads and writes than RAID 5 or
RAID 6 because it does not need to manage parity. However, with half of the drives in the
group used for data and the other half mirroring that data, RAID 10 arrays have less usable
capacity than RAID 6 or RAID 5 arrays.

RAID 10 is commonly used for workloads that require the highest performance from the drive
subsystem. Although with RAID 6, each front-end random write I/O might theoretically lead to
6 back-end I/Os including the parity updates (RAID penalty), this number is 4 for a RAID 5
and only 2 for a RAID 10 (not counting cache optimizations). Typical areas of operation for
RAID 10 are workloads with a high random-write ratio. Either member in the mirrored pair can
respond to the read requests.

Tip: Consider RAID 10 for random-write ratios over 35%.

RAID 10 implementation in DS8880

In the DS8880, the RAID 10 implementation is achieved by using six or eight drives. If spares
need to be allocated from the array site, six drives are used to make a three-drive RAID 0
array, which is then mirrored to a three-drive array (3x3). If spares do not need to be
allocated, eight drives are used to make a four-drive RAID 0 array, which is then mirrored to a
four-drive array (4x4).

Drive failure with RAID 10

When a drive fails in a RAID 10 array, the DA rejects the failing drive and takes a hot spare
into the array synthesists. Data is then copied from the good drive to the hot spare drive. The
spare that is used is chosen based on a smart algorithm that looks at the location of the
spares and the size and location of the failed drive. Remember, a RAID 10 array is effectively
a RAID 0 array that is mirrored. Therefore, when a drive fails in one of the RAID 0 arrays, you
can rebuild the failed drive by reading the data from the equivalent drive in the other RAID 0
array.

While this data copy is occurring, the DA can still service read and write requests to the array
from the hosts. Performance might degrade while the copy operation is in progress because
DA and switched network resources are used to rebuild the RAID. Because a good drive is
available, this effect is minimal. Read requests for data on the failed drive likely are not
affected because they are all directed to the good copy on the mirrored drive. Write
operations are not affected.

Performance of the RAID 10 array returns to normal when the data copy onto the spare drive
completes. The time that is taken for rebuild can vary, depending on the capacity of the failed
drive and the workload on the array and the DA.
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In relation to a RAID 5, RAID 10 rebuild completion time is faster because rebuilding a RAID 5
6+P configuration requires six reads plus one parity operation for each write. However, a
RAID 10 configuration requires one read and one write (essentially, a direct copy).

Array across loops and RAID 10

The DS8880, as with previous DS8000 generations, implements the concept of AAL. With
AAL, an array site is split into two halves. Half of the site is on the first drive loop of a DA pair
and the other half is on the second drive loop of that DA pair. AAL is implemented primarily to
maximize performance, and is used for all the RAID types in the DS8880. However, with
RAID 10, you can take advantage of AAL to provide a higher level of redundancy. The
DS8880 RAS code deliberately ensures that one RAID 0 array is maintained on each of the
two loops that are created by a DA pair. This configuration means that in the unlikely event of
a complete loop outage, the DS8880 does not lose access to the RAID 10 array. This access
is not lost because when one RAID 0 array is offline, the other remains available to service
drive I/O. Figure 2-26 on page 54 shows a diagram of this strategy.

3.5.9 Spare creation

This section describes methods of spare creation.

Standard drive enclosures

When the arrays are created on a DS8880 standard drive enclosure, the LIC determines the
array sites that contain spares. The first array sites on each DA pair that are assigned to
arrays contribute one or two spares (depending on the RAID option) until the DA pair has
access to at least four spares, with two spares placed on each loop.

A minimum of one spare is created for each array site that is assigned to an array until the
following conditions are met:

» A minimum of four spares per DA pair exist.
» A minimum of four spares for the largest capacity array site on the DA pair exist.

» A minimum of two spares of capacity and revolutions per minute (RPM) greater than or
equal to the fastest array site of any capacity on the DA pair exist.

Spare rebalancing

The DS8880 implements a spare rebalancing technique for spare drives. When a drive fails
and a hot spare is taken, it becomes a member of that array. When the failed drive is repaired,
DS8880 LIC might choose to allow the hot spare to remain where it was moved. However, it
can instead choose to migrate the spare to a more optimum position. This migration is
performed to better balance the spares across the FC-AL loops to provide the optimum spare
location based on drive capacity and spare availability.

It might be preferable that the drive that is in use as an array member is converted to a spare.
In this case, the data on that disk drive module (DDM) is migrated in the background onto an
existing spare by using the Smart Rebuild technique. For more information, see 3.5.5, “Smart
Rebuild” on page 84. This process does not fail the disk that is being migrated. However, the
process reduces the number of available spares in the DS8880 until the migration process is
complete.

In a drive intermix on a DA pair, it is possible to rebuild the contents of a 300 GB drive onto a
600 GB spare drive. However, approximately one-half of the 600 GB drive is wasted because
that space cannot be used. When the failed 300 GB drive is replaced with a new 300 GB
drive, the DS8880 LIC migrates the data back onto the recently replaced 300 GB drive.
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When this process completes, the 300 GB DDM rejoins the array and the 600 GB drive
becomes the spare again. This same algorithm applies when the hot spare that is taken at the
time of the initial drive failure has a speed mismatch.

HPFE does not need to rebalance the spare.

Hot pluggable drives

Replacement of a failed drive does not affect the operation of the DS8880 because the drives
are fully hot pluggable. Each drive plugs into a switch, so no loop break is associated with the
removal or replacement of a drive. In addition, no potentially disruptive loop initialization
process occurs.

Enhanced sparing

The drive sparing policies support having spares for all capacity and speed drives on the DA
pair. When any DA pair has only a single spare for any drive type, a call home to IBM is
generated. Because of spare over-allocation, several drives can be in a Failed/Deferred
Service state. All failed drives are included in the call home when any drive type has one
spare. For example, in a configuration with 16 flash drives on a DA pair, two spares are
created. If one flash drive fails, all failed drives in the storage system of any type are reported
to IBM.

The following DS CLI command can be used to know whether actions can be deferred:

1sddm -state not _normal
An example of where repair can be deferred is shown in Example 3-2.

Example 3-2 DS CLI Isddm command shows DDM state

dscli> 1sddm -state not_normal IBM.2107-75DMC71
Date/Time: 14 November 2016 18:18:29 CET IBM DSCLI Version: 7.8.20.233 DS: IBM.2107-75DMC71
ID DA Pair dkcap (1079B) dkuse arsite State

IBM.2107-D02-06MZ7/R1-P1-D24 0 600.0 unconfigured S1 Failed/Deferred Service

If immediate repair for drives in the Failed/Deferred Service state is needed, an RPQ/SCORE
process can be used to submit a request to disable enhanced sparing service. For more
information, contact your marketing representative for the details of this RPQ.

3.6 RAS on the power subsystem
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All power and cooling components that constitute the DS8880 power subsystem are fully
redundant. Key elements that allow this high level of redundancy are two DC-UPSs for each
frame for a 2N redundancy. By using this configuration, DC-UPSs are duplicated in each
frame so that only one DC-UPS by itself provides enough power for all components inside a
frame, if the other DC-UPS becomes unavailable.

As described in “Battery service module sets” on page 92, each DC-UPS has its own battery
backup function. Therefore, the battery system in DS8880 also has 2N redundancy. The
battery of a single DC-UPS allows the completion of the FHD if a dual AC loss occurs (as
described in 3.2.4, “NVS and power outages” on page 74).

The CPCs, I/O enclosures, drive enclosures, and primary HMC components in the frame all
feature duplicated power supplies.
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Smart internal power distribution connectivity makes it possible to maintain redundant power
distribution on a single power cord. If one DC-UPS power cord is pulled (equivalent to a
failure in one of the client circuit breakers), the partner DC-UPS can provide power to this
UPS and feed each internal redundant power supply inside the frame. For example, if a
DC-UPS power cord is pulled, the two redundant power supplies of any CPC continue to be
powered on. This ability gives an extra level of reliability in the unusual case of failure in
multiple power elements.

In addition, internal Ethernet switches and tray fans, which are used to provide extra cooling
to the internal HMC, receive redundant power.

3.6.1 Power components

This section describes the power subsystem components of the DS8880 from an RAS
standpoint.

Direct current uninterruptible power supply

Two DC-UPS units exist for each frame for a 2N redundancy. The DC-UPS is a built-in power
converter that can monitor power and integrated battery functions. It distributes full wave
rectified AC to Power Distribution Units (PDUs), which then provide that power to all areas of
the system.

If AC is not present at the input line, the output is switched to rectified AC from the partner
DC-UPS. If neither AC input is active, the DC-UPS switches to battery power for up to

4 seconds, or 40 seconds if the ePLD feature is installed. Each DC-UPS has internal fans to
supply cooling for that power supply. If AC input power is not restored before the ride through
time expires, an emergency shutdown results, and FHD copies the data in NVS to the CPC
hard disk drives to prevent data loss.

DC-UPS supports high or low voltage single-phase and three-phase as input power. The
correct power cables and power select jumper must be used. For information about power
cord feature codes, see the IBM DS8880 Introduction and Planning Guide, GC27-8525.

All elements of the DC-UPS can be replaced concurrently with client operations.
Furthermore, BSM set replacement and DC-UPS fan assembly are performed while the
corresponding direct current supply unit remains operational.

The following important enhancements also are available:

» DC-UPS data collection is improved.

» During DC-UPS firmware update, the current power state is maintained so that the
DC-UPS remains operational during this service operation. Because of its dual firmware
image design, dual power redundancy is maintained in all internal power supplies of all
frames during the DC-UPS firmware update.

Each DC-UPS unit consists of one direct current supply unit (DSU) and one BSM set.
Figure 2-28 on page 60 shows the DSU (rear view) and BSMs (front view).

Important: If a DS8880 is installed so that both DC-UPSs are attached to the same circuit
breaker or the same power distribution unit, the DS8880 is not well-protected from external
power failures. This configuration can cause an unplanned outage.
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Direct current supply unit

Each DC-UPS has a direct current supply unit (DSU), which contains the control logic of the
DC-UPS and it is where images of the power firmware are located. It is designed to protect
the DSU from failures during a power firmware update, avoiding physical intervention or
hardware replacement, except in a permanent hardware failure.

A DSU contains the necessary battery chargers that are dedicated to monitor and charge the
BSM set that is installed in the DC-UPS.

Battery service module sets

The BSM set provides backup power to the system when both AC inputs to a frame are lost.
Each DC-UPS supports one BSM set. If the ePLD feature is ordered, no additional BSM set is
installed. For more information, see 3.6.3, “Line power fluctuation” on page 93.

A BSM set consists of four battery enclosures. Each of these single-battery enclosures is
known as a BSM. A group of four BSMs (battery enclosures) makes up a BSM set. Two types
of BSMs are available: The primary BSM and the secondary BSM. The primary BSM is the
only BSM with an electrical connector to the DSU and it can be installed only in the top
location. This primary BSM is the only BSM that has status LEDs. Three secondary BSMs
exist.

The DS8880 BSMs have a fixed working life of five years. The fixed working life is four years if
the ePLD feature is installed.

Power Distribution Unit

The PDUs are used to distribute power from the DC-UPS through the power distribution units
to the power supplies in drive enclosures, CPCs, I/0 enclosures, Ethernet switches, and HMC
fans.

Four PDUs are in all frames. A PDU module can be replaced concurrently.

Drive enclosure power supplies

The drive enclosure power supply units provide power for the drives, and they house the
cooling fans for the drive enclosure. The fans draw air from the front of the frame, through the
drives, and then move it out through the back of the frame. The entire frame cools from front
to back, complying with the data center hot aisle/cold aisle cooling strategy. Redundant fans
are in each power supply unit, and redundant power supply units are in each drive enclosure.
The drive enclosure power supply can be replaced concurrently. Figure 2-23 on page 52
shows a front and rear view of a disk enclosure.

The PDUs for drive enclosures can supply power for 5 - 7 drive enclosures. Each drive
enclosure power supply plugs into two separate PDUs, which are supplied from separate
DC-UPSs.

CPC power supplies and I/O enclosure power supplies

Each CPC and I/O enclosure has dual redundant power supplies to convert power that is
provided by PDUs into the required voltages for that enclosure or complex. Each 1/0
enclosure and each CPC has its own cooling fans.

Power junction assembly

The power junction assembly (PJA) provides redundant power to HMCs and Ethernet
switches.
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Rack power control card

RPC cards manage the DS8880 power subsystem and provide control, monitoring, and
reporting functions. RPC cards are responsible for receiving DC-UPS status and controlling
DC-UPS functions. Two RPC cards are included for redundancy. When one RPC card is
unavailable, the remaining RPC card performs all RPC functions.

The following RPC enhancements are available in DS8880 (compared to previous
generations of DS8000):

» The DS8880 RPC card contains a faster processor and more parity-protected memory.

» Two different buses are for communication between each RPC card and each CPC. These
buses provide redundant paths to have an error recovery capability in a failure of one of
the communication paths.

» Each RPC card has two firmware images. If an RPC firmware update fails, the RPC card
can still boot from the other firmware image. This design also leads to a reduced period
during which one of the RPC cards is unavailable because of an RPC firmware update.
Because of the dual firmware image, an RPC card is only unavailable for the time that is
required (only a few seconds) to boot from the new firmware image after it is downloaded.
Because of this configuration, full RPC redundancy is available during most of the time
that is required for an RPC firmware update.

» The RPC cards control power to the attached I/O enclosures. They also monitor
environmental components such as power, fans, and temperature for the I/0O enclosures.
Environmental critical and noncritical conditions can generate EPOW events. Critical
events trigger the correct signals from the hardware to the affected components to prevent
any data loss without operating system or firmware involvement. Non-critical
environmental events are also logged and reported.

3.6.2 Line power loss

The DS8880 uses an area of server memory as NVS. This area of memory is used to hold
modified data that is not yet written to the storage drives. If line power fails, meaning that both
DC-UPSs in a frame report a loss of AC input power, the DS8880 must protect that data. For
a full explanation of the NVS and cache operation, see 3.2, “CPC failover and failback” on
page 71.

3.6.3 Line power fluctuation

The DS8880 frames contain BSM sets that protect modified data if dual AC power is lost to
the entire frame. If a power fluctuation occurs that causes a momentary interruption to power
(often called a brownout), the DS8880 tolerates this condition for approximately 4 seconds. If
the ePLD feature is not installed on the DS8880 system, the drives are powered off and the
servers begin copying the contents of NVS to the internal disks in the CPCs. For many clients
who use uninterruptible power supply (UPS) technology, brownouts are not an issue.
UPS-regulated power is reliable, so more redundancy in the attached devices is often
unnecessary.

Chapter 3. Reliability, availability, and serviceability on the IBM DS8880 93



Extended power line disturbance
If power at the installation is not always reliable, consider adding the ePLD feature.

Without the ePLD feature, a standard DS8880 offers protection of about 4 seconds from
power line disturbances. Installing this feature increases the protection to 40 seconds
(running on battery power for 40 seconds) before an FHD begins. For a full explanation of this
process, see 3.2.4, “NVS and power outages” on page 74.

3.6.4 Power control
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Power control is modified through the HMC, which communicates sequencing information to
the service processor in each CPC and RPC. Power control of the DS8880 can be performed
by using the Service Maintenance Console Web User Interface (WUI) or by using the DS8880
Storage Management GUI or DS CLI commands.

Figure 3-8 shows the power control window of the Storage Management GUIL.

In addition, the following switches in the base frame of a DS8880 are accessible when the
rear cover is open:

» Local/remote switch. This switch has two positions: Local and remote.

» Local power on/local force power off switch. When the local/remote switch is in local mode,
the local power on/local force power off switch can manually power on or force power off to
a complete system. When the local/remote switch is in remote mode, the HMC is in control
of power on/power off.

Important: The Local/remote switch must not be used by DS8880 users. The switch can
be used only under certain circumstances and as part of an action plan that is performed
by an IBM SSR.
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(H ] Easy Tier
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1O Priority Manager mode: | Monltored

ESSNet Copy Services: ~| Enabled

ESSNat volume group: Vo
Advanced

1BM | serial number prefix:

Power control moda:

DS Open AP1 (CIM agent) Enabled

-

Figure 3-8 DS8880 Modify power control from the Storage Management GUI
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3.7 Other features

Many more features of the DS8880 enhance reliability, availability, and serviceability. Several
of these features are described in this section.

3.7.1 Internal network

Each DS8880 base frame contains 2-Gigabit Ethernet switches to allow the creation of a fully
redundant private management network. Each CPC in the DS8880 has a connection to each
switch. The primary HMC (and the secondary HMC, if installed) has a connection to each
switch. This configuration means that if a single Ethernet switch fails, all communication can
complete from the HMCs to other components in the storage system that are using the
alternative private network.

Note: The Ethernet switches are for use that is internal to DS8880 private networks. No
external connection to the private networks is allowed. Client connectivity to the DS8880 is
allowed only through the provided external Ethernet connector at the rear of the base
frame.

3.7.2 Earthquake resistance

The Earthquake Resistance Kit is an optional seismic kit for stabilizing the storage system
frame so that the frame complies with IBM earthquake resistance standards. It helps to
prevent personal injury and increases the probability that the system will be available
following an earthquake by limiting potential damage to critical system components.

Storage system frames with this optional seismic kit include hardware at the bottom of the
frame that secures it to the floor. Depending on the flooring in your environment (specifically,
non-raised floors), installation of the required floor mounting hardware might be disruptive.
This kit must be special-ordered for the DS8880. For more information, contact your IBM
sales representative.

3.7.3 Secure Data Overwrite

Secure Data Overwrite (SDO) is a process that provides a secure overwrite of all data drives
in a DS8880 series storage system. Removal of all logical configuration and encryption
groups are a required client activity before SDO can be run. The SDO process is started by
the IBM SSR. The process continues unattended until it is complete. This process takes a full
day to complete. Two DDM overwrite options are available.

Drive overwrite options
Two options are available for SDO. This section describes both options. Both options comply
with National Institute of Standards and Technology (NIST) Special Publication 800-88r1.

Three-pass overwrite
This option runs a cryptoerase on the drives, then runs a three-pass overwrite on all drives.
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Cryptoerase

This option runs a cryptoerase on the drives, which obfuscates the internal encryption key on
the drives, rendering the previous information unreadable. It then runs a single-pass overwrite
on all drives. Compared to the three-pass overwrite SDO, this option reduces the overall
duration of the SDO process.

CPC and HMC

With either option, a three-pass overwrite is run on areas of both the CPC and HMC disk
drives that contain any client-related information. If a secondary HMC is associated with the
storage system, SDO runs against the secondary HMC after completion on the primary HMC.
This SDO detects the previous SDO and runs an overwrite only on the secondary HMC hard
disks.

SDO process overview
The basic steps in the SDO process are listed:

Client removal of all logical configuration and encryption groups.
IBM SSR starts SDO on the HMC.

SDO runs a dual cluster restart of the CPCs.

SDO cryptoerases all drives in the storage system.

SDO starts an overwrite method.

SDO starts a three-pass overwrite on the CPC and HMC hard disks.
When complete, SDO generates a certificate.

Nooakrwd~

Certificate

The certificate can be offloaded by using DS CLI. If this offload is not possible, the IBM SSR
can offload the certificate to removable media.
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Virtualization concepts

This chapter describes virtualization concepts as they apply to the DS8880.

This chapter covers the following topics:

Virtualization definition

Benefits of virtualization

Abstraction layers for drive virtualization
Extent pools

vyvyyy
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4.1 Virtualization definition

For the purposes of this chapter, virtualization is the abstraction process from the physical
drives to one or more logical volumes that are presented to hosts and systems in a way that
they appear as though each were a physical drive.

4.2 Benefits of virtualization

The DS8880 physical and logical architecture provides highly configurable enterprise storage
virtualization. DS8880 virtualization includes the following benefits:

» Flexible logical volume configuration:
— Multiple RAID types (RAID 6, RAID 5, and RAID 10)

— Storage types (count key data (CKD) and fixed-block architecture (FB)) aggregated
into separate extent pools

— Volumes are allocated from extents of the extent pool
— Storage pool striping
— Dynamically add and remove volumes
— Logical volume configuration states
— Dynamic Volume Expansion (DVE)
— Extent space-efficient (ESE) volumes for thin provisioning of FB and CKD volumes
— Support for small and large extents
— Extended address volumes (EAVs) (CKD)
— Parallel Access Volumes across LCUs (Super PAV for CKD)
— Dynamic extent pool merging for IBM Easy Tier
— Dynamic volume relocation for Easy Tier
— Easy Tier Heat Map Transfer
» Flexible logical volume sizes:
— CKD: upto 1 TB (1,182,006 cylinders) by using EAVs

— FB: up to 16 TB (limit of 2 TB when used with Copy Services, limit of 1 TB with small
extents)

» Flexible number of logical volumes:
— Up to 65280 (CKD)
— Up to 65280 (FB)
— 65280 total for mixed CKD + FB
» No strict relationship between RAID ranks and logical subsystems (LSSs)

» LSS definition allows flexible configuration of the number and size of devices for each
LSS:

With larger devices, fewer LSSs can be used

Volumes for a particular application can be kept in a single LSS

Smaller LSSs can be defined, if required (for applications that require less storage)

Test systems can have their own LSSs with fewer volumes than production systems
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4.3 Abstraction layers for drive virtualization

Virtualization in the DS8880 refers to the process of preparing physical drives for storing data
that belongs to a volume that is used by a host. This process allows the host to think that it is
using a storage device that belongs to it, but it is really being implemented in the storage
system. In open systems, this process is known as creating logical unit numbers (LUNSs). In
IBM z Systems, it refers to the creation of 3390 volumes.

The basis for virtualization begins with the physical drives, which are mounted in storage
enclosures and connected to the internal storage servers. To learn more about the drive
options and their connectivity to the internal sforage servers, see 2.5, “Storage enclosures
and drives” on page 48.

Virtualization builds upon the physical drives in a series of layers:

Array sites

Arrays

Ranks

Extent pools
Logical volumes
Logical subsystems

vVvyyvyvyYYyypy

4.3.1 Array sites

An array site is formed from a group of eight identical drives with the same capacity, speed,
and drive class. The specific drives that are assigned to an array site are automatically
chosen by the system at installation time to balance the array site capacity across both drive
enclosures in a pair, and across the connections to both storage servers. The array site also
determines the drives that are required to be reserved as spares. No predetermined storage
server affinity exists for array sites.

Figure 4-1 shows an example of the physical representation of array site. The disk drives are
dual connected to SAS-FC bridges. An array has drives from two chains.
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Figure 4-1 Array site across two chains

For the layout logic described here and in the following subchapters, one HPF (Gen2)
Enclosure pair can be considered as the equivalent of one standard enclosure pair.

Array sites are the building blocks that are used to define arrays.
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4.3.2 Arrays
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An array is created from one array site. When an array is created, its Redundant Array of
Independent Disks (RAID) level, array type, and array configuration are defined. This process
is also called defining an array. In all DS8000 series implementations, one array is always
defined as using one array site.

The following RAID levels are supported in DS8880:

» RAID 6 (preferred default)
» RAID 10
» RAID 5 (possible for drive sizes below 1 TB)

For more information, see “RAID 5 implementation in DS8880” on page 85, “RAID 6
implementation in the DS8880” on page 87, and “RAID 10 implementation in DS8880” on
page 88.

Important: For drive sizes larger than 1 TB, using RAID 6 is highly preferred, and is the
default in the DS GUI. RAID 5 is not possible for such large drive capacities. As with large
drives, the RAID rebuild times (after one drive failing) get ever larger. Using RAID 6
significantly reduces the danger of data loss due to a double-RAID failure. For additional
information, see 3.5.1, “RAID configurations” on page 82.

RAID configuration information changes occasionally. Consult your IBM service support
representative (SSR) for the latest information.

According to the sparing algorithm of the DS8880, 0 - 2 spares can be taken from the array
site. For more information, see 3.5.9, “Spare creation” on page 89.

Figure 4-2 shows the creation of a RAID 5 array with one spare, which is also called a 6+P+S
array. It has a capacity of six drives for data, a capacity of one drive for parity, and a spare
drive. According to the RAID 5 rules, parity is distributed across all seven drives in this
example. On the right side of Figure 4-2, the terms, D1, D2, D3, and so on, stand for the set of
data that is contained on one drive within a stripe on the array. For example, if 1 GB of data is
written, it is distributed across all of the drives of the array.
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Figure 4-2 Creation of an array
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Depending on the selected RAID level and sparing requirements, six types of arrays are
possible, as shown in Figure 4-3.
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Figure 4-3 RAID array types

Tip: Remember that larger drives have a longer rebuild time. Only RAID 6 can recover
from a second error during a rebuild due to the extra parity. RAID 6 is the best choice for
systems that require high availability, and is therefore the default.

4.3.3 Ranks

After the arrays are created, the next task is to define a rank. A rank is a logical
representation of the physical array formatted for use as FB or CKD storage types. In the
DS8880, ranks are defined in a one-to-one relationship to arrays. Before you define any
ranks, you must decide whether you will encrypt the data.

Encryption group

All drives that are offered in the DS8880 are Full Disk Encryption (FDE)-capable to secure
critical data. In the DS8880, the Encryption Authorization license is included in the Base
Function license group.

If you plan to use encryption, you must define an encryption group before any ranks are
created. The DS8880 supports only one encryption group. All ranks must be in this encryption
group. The encryption group is an attribute of a rank. Therefore, your choice is to encrypt
everything or nothing. If you want to enable encryption later (create an encryption group), all
ranks must be deleted and re-created, which means that your data is also deleted.

For more information, see the latest version of IBM DS8880 Data-at-rest Encryption,
REDP-4500.
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Defining ranks

When a new rank is defined, its name is chosen by the data storage (DS) Management
graphical user interface (GUI) or data storage command-line interface (DS CLI), for example,
R1, R2, or R3. The rank is then associated with an array.

Important: In all DS8000 series implementations, a rank is defined as using only one
array. Therefore, rank and array can be treated as synonyms.

The process of defining a rank accomplishes the following objectives:

» The array is formatted for FB data for open systems, or CKD for z Systems data. This
formatting determines the size of the set of data that is contained on one drive within a
stripe on the array.

» The capacity of the array is subdivided into partitions, which are called extents. The extent
size depends on the extent type, which is FB or CKD. The extents are the building blocks
of the logical volumes. An extent is striped across all drives of an array, as shown in
Figure 4-4 on page 103, and indicated by the small squares in Figure 4-5 on page 105.

» You can choose between large extents and small extents.

A fixed-block rank features an extent size of either 1 GB (more precisely, GiB, gibibyte, or
binary gigabyte, which equals 230 bytes), called large extents, or an extent size of 16 MiB,
called small extents.

z Systems users or administrators typically do not deal with gigabytes or gibibytes. Instead,
storage is defined in terms of the original 3390 volume sizes. A 3390 Model 3 is three times
the size of a Model 1. A Model 1 features 1113 cylinders, which are about 0.946 GB. The
extent size of a CKD rank is one 3390 Model 1, or 1113 cylinders. A 3390 Model 1, or

1113 cylinders is the large extent size for CKD ranks. The small CKD extent size is

21 cylinders. This size corresponds to the z/OS allocation unit for EAV volumes larger than
65520 cylinders where software changes addressing modes and allocates storage in

21 cylinder units.

An extent can be assigned to only one volume. Although you can define a CKD volume with a
capacity that is an integral multiple of one cylinder or a fixed-block LUN with a capacity that is
an integral multiple of 128 logical blocks (64 KB), if you define a volume this way, you might
waste the unused capacity in the last extent that is assigned to the volume.

For example, the DS8880 theoretically supports a minimum CKD volume size of one cylinder.
But the volume will still claim one full extent of 1113 cylinders if large extents are used or 21
cylinder for small extents. So, 1112 cylinders are wasted if large extents are used.

Note: An important change in the DS8880 firmware is that all volumes now have a
common metadata structure. All volumes now have the metadata structure of ESE
volumes, whether the volumes are thin-provisioned or fully provisioned. ESE is described
in 4.4.4, “Wolume allocation and metadata” on page 117.
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Figure 4-4 shows an example of an array that is formatted for FB data with 1-GB extents. The
squares in the rank indicate that the extent consists of several blocks from separate drives.
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Figure 4-4 Forming an FB rank with 1-GB extents

Small or large extents

Whether to use small or large extents depends on the goals you want to achieve. Small
extents provide a better capacity utilization, particularly for thin-provisioned storage. However,
managing many small extents causes some small performance degradation during initial
allocation. For example, a format write of 1 GB requires one storage allocation with large
extents, but 64 storage allocations with small extents. Otherwise, host performance should
not be adversely affected.

4.4 Extent pools

An extent pool is a logical construct to aggregate the extents from a set of ranks, and it forms
a domain for extent allocation to a logical volume. Originally, extent pools were used to
separate drives with different revolutions per minute (RPM) and capacity in different pools that
have homogeneous characteristics. You still might want to use extent pools for this purpose.

No rank or array affinity to an internal server (central processor complex (CPC)) is predefined.
The affinity of the rank (and its associated array) to a server is determined when it is assigned
to an extent pool.

One or more ranks with the same extent type (FB or CKD) can be assigned to an extent pool.

Important: Because a rank is formatted to have small or large extents, the first rank that is
assigned to an extent pool determines whether the extent pool is a pool of all small or all
large extents. You cannot have a pool with a mixture of small and large extents. You cannot
change the extent size of an extent pool.
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If you want Easy Tier to automatically optimize rank utilization, configure more than one rank
in an extent pool. A rank can be assigned to only one extent pool. As many extent pools as
ranks can exist.

Heterogeneous extent pools, with a mix of flash cards, flash drives, enterprise serial-attached
Small Computer System Interface (SCSI) (SAS) drives, and nearline drives can take
advantage of the capabilities of Easy Tier to optimize I/O throughput. Easy Tier moves data
across different storage tiering levels to optimize the placement of the data within the extent
pool.

With storage pool striping, you can create logical volumes that are striped across multiple
ranks to enhance performance. To benefit from storage pool striping, more than one rank in
an extent pool is required. For more information, see “Storage pool striping: Extent rotation”
on page 113.

Storage pool striping can enhance performance significantly. However, in the unlikely event
that a whole RAID array fails, the loss of the associated rank affects the entire extent pool
because data is striped across all ranks in the pool. For data protection, consider mirroring
your data to another DS8000 family storage system.

With the availability of Easy Tier, storage pool striping is somewhat irrelevant. It is a much
better approach to let Easy Tier manage extents across ranks (arrays).

When an extent pool is defined, it must be assigned with the following attributes:

» Internal storage server affinity
» Extent type (FB or CKD)
» Encryption group

As with ranks, extent pools are also assigned to encryption group 0 or 1, where group 0 is
non-encrypted, and group 1 is encrypted. The DS8880 supports only one encryption group,
and all extent pools must use the same encryption setting as was used for the ranks.

A minimum of two extent pools must be configured to balance the capacity and workload
between the two servers. One extent pool is assigned to internal server 0. The other extent
pool is assigned to internal server 1. In a system with both FB and CKD volumes, four extent
pools provide one FB pool for each server and one CKD pool for each server.

If you plan on using small extents for ESE volumes while retaining large extents for other
volumes, you must create additional pools with small extents. Indeed, small and large extents
cannot be in the same pool.
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Figure 4-5 shows an example of a mixed environment that features CKD and FB extent pools.

Extent pools can be expanded by adding more ranks to the pool. All ranks that belong to
extent pools with the same internal server affinity are called a rank group. Ranks are
organized in two rank groups. Rank group 0 is controlled by server 0, and rank group 1 is

controlled by server 1.
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Figure 4-5 Extent pools

4.4.1 Dynamic extent pool merge

Dynamic extent pool merge is a capability that is provided by the Easy Tier manual mode
facility. It allows one extent pool to be merged into another extent pool if they meet these

criteria:

» Have extents of the same size
» Have the same storage type (FB or CKD)
» Have the same DS8880 internal server affinity

The logical volumes in both extent pools remain accessible to the host systems. Dynamic
extent pool merge can be used for the following reasons:

» Consolidation of two smaller extent pools with the equivalent storage type (FB or CKD)
and extent size into a larger extent pool. Creating a larger extent pool allows logical
volumes to be distributed over a greater number of ranks, which improves overall
performance in the presence of skewed workloads. Newly created volumes in the merged
extent pool allocate capacity as specified by the selected extent allocation algorithm.
Logical volumes that existed in either the source or the target extent pool can be
redistributed over the set of ranks in the merged extent pool by using the Migrate Volume
function.

» Consolidating extent pools with different storage tiers to create a merged extent pool with
a mix of storage drive technologies. This type of an extent pool is called a hybrid pool and
is a prerequisite for using the Easy Tier automatic mode feature.
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The Easy Tier manual mode volume migration is shown in Figure 4-6.
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Figure 4-6 Easy Tier migration types

Important: Volume migration (or Dynamic Volume Relocation) within the same extent pool
is not supported in hybrid (or multi-tiered) pools. Easy Tier automatic mode rebalances the
volumes’ extents within the hybrid extent pool automatically based on activity. However,
you can also use the Easy Tier application to manually place entire volumes in designated
tiers. For more information, see DS8870 Easy Tier Application, REDP-5014.

Dynamic extent pool merge is allowed only among extent pools with the same internal server

a

ffinity or rank group. Additionally, the dynamic extent pool merge is not allowed in the

following circumstances:

>

>

>

»

If source and target pools feature different storage types (FB and CKD)
If source and target pool feature different extent sizes
If you selected an extent pool that contains volumes that are being migrated

If the combined extent pools include 2 PB or more of ESE logical capacity (virtual
capacity)

For more information about Easy Tier, see IBM DS8000 EasyTier, REDP-4667.

IBM DS88

80 Architecture and Implementation (Release 8.2.1)



4.4.2 Logical volumes

A logical volume consists of a set of extents from one extent pool. The DS8880 supports up
to 65,280 logical volumes (64 K CKD, or 64 K FB volumes, or a mixture of both, up to a
maximum of 64 K total volumes). The abbreviation 64 K is used in this section, even though it
is 65,536 minus 256, which is not quite 64 K in binary.

Fixed-block LUNs

A logical volume that is composed of fixed-block extents is called a LUN. A fixed-block LUN is
composed of one or more 1 GiB (230 bytes) large extents or one or more 16 MiB small
extents from one FB extent pool. A LUN cannot span multiple extent pools, but a LUN can
have extents from multiple ranks within the same extent pool. You can construct LUNs up to a
size of 16 TiB (16 x 240 bytes, or 244 bytes) when using large extents.

Important: DS8880 Copy Services do not support FB logical volumes larger than 2 TiB
(2 x 240 pytes). Do not create a LUN that is larger than 2 TiB if you want to use Copy
Services for the LUN, unless the LUN is integrated as Managed Disks in an IBM SAN
Volume Controller. Use SAN Volume Controller Copy Services instead.

LUNs can be allocated in binary GiB (239 bytes), decimal GB (10° bytes), or 512 or 520-byte
blocks. However, the physical capacity that is allocated is a multiple of 1 GiB. For small
extents, it is a multiple of 16 MiB. Therefore, it is a good idea to use LUN sizes that are a
multiple of a gibibyte or a multiple of 16 MiB. If you define a LUN with a size that is not a
multiple of 1 GiB (for example, 25.5 GiB), the LUN size is 25.5 GiB. However, 26 GiB are
physically allocated, of which 0.5 GiB of the physical storage will be unusable. When you want
to specify a LUN size that is not a multiple of 1 GiB, specify the number of blocks. A 16 MiB
extent has 32768 blocks.

The allocation process for FB volumes is illustrated in Figure 4-7.
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1GB| 1GB| 1GB| 1GB
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1GB 1GB
Rank-b used used used used
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Figure 4-7 Creation of a fixed-block LUN

Chapter 4. Virtualization concepts 107



108

With small extents, waste of storage is not an issue.

A fixed-block LUN must be managed by an LSS. One LSS can manage up to 256 LUNs. The
LSSs are created and managed by the DS8880, as required. A total of 255 LSSs can be
created in the DS8880.

IBM i logical unit numbers

IBM i LUNSs are also composed of fixed-block 1 GiB (or, 16 MiB) extents. However, special
aspects need to be considered with IBM System i LUNs. LUNSs that are created on a DS8880
are always RAID-protected. LUNs are based on RAID 10, RAID 6, or RAID 5 arrays.
However, you might want to deceive IBM i and tell it that the LUN is not RAID-protected. This
deception causes the IBM i to conduct its own mirroring. IBM i LUNs can have the
unprotected attribute, in which case the DS8880 reports that the LUN is not RAID-protected.
This selection of the protected or unprotected attribute does not affect the RAID protection
that is used by the DS8880 on the open volume, however.

IBM i LUNs expose a 520-byte block to the host. The operating system uses eight of these
bytes, so the usable space is still 512 bytes like other SCSI LUNs. The capacities that are
quoted for the IBM i LUNs are in terms of the 512-byte block capacity, and they are expressed
in GB (10%). Convey these capacities to GiB (23%) when the effective usage of extents that are
1 GiB (239) are considered.

Important: The DS8880 supports IBM i variable volume (LUN) sizes, in addition to fixed
volume sizes.

IBM i volume enhancement adds flexibility for volume sizes and can optimize the DS8880
capacity usage for IBM i environments. For instance, Table 4-1 shows the fixed volume sizes
that were supported for the DS8000, and the amount of space that was wasted (when using
large 1-GiB extents) because the fixed volume sizes did not match an exact number of GiB
extents.

Table 4-1 IBM i fixed volume sizes

Model type IBM i Number of Extents | Unusable | Usable
device logical (large/ space space %
Unprotected Protected | gjze (GB) | block small (GiB?/w/ | (w/large
addresses extents) | large extents)
(LBASs) extents)
2107-A81 2107-A01 8.6 16,777,216 8/512 0.00 100.00
2107-A82 2107-A02 17.5 34,275,328 | 17/1046 0.66 96.14
2107-A85 2107-A05 35.2 68,681,728 | 33/2096 0.25 99.24
2107-A84 2107-A04 70.6 | 137,822,208 | 66/4206 0.28 99.57
2107-A86 2107-A06 1411 | 275,644,416 132/ 0.56 99.57
8412
2107-A87 2107-A07 282.3 | 551,288,832 263/ 0.13 99.95
16824

a. GiB represents “binary gigabytes” (2° bytes), and GB represents “decimal gigabytes”
(10° bytes).
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The DS8880 supports IBM i variable volume data types A50, an unprotected variable size
volume, and A99, a protected variable size volume. See Table 4-2.

Table 4-2 System i variable volume sizes

Model type IBM i Number of Extents | Unusable | Usable
device logical space space%
Unprotected Protected size (GB) | block (GiB1 )
addresses
(LBAs)
2107-050 2107-099 Variable 0.00 Variable

Example 4-1 demonstrates the creation of both a protected and an unprotected IBM i variable
size volume by using the DS CLI.
Example 4-1 Creating the System i variable size for unprotected and protected volumes

dscli> mkfbvol -0s400 050 -extpool P4 -name itso_iVarUnProtl -cap 10 5413
CMUC000251 mkfbvol: FB volume 5413 successfully created.

dscli> mkfbvol -0s400 099 -extpool P4 -name itso_iVarProtl -cap 10 5417
CMUC000251 mkfbvol: FB volume 5417 successfully created.

Important: The creation of IBM i variable size volumes is only supported by using DS CLI
commands. Currently, no support exists for this task in the GUI.

When you plan for new capacity for an existing IBM i system, the larger the LUN, the more
data it might have, which causes more input/output operations per second (IOPS) to be driven
to it. Therefore, mixing different drive sizes within the same system might lead to hot spots.

Note: IBM i fixed volume sizes continue to be supported in current and future DS8880
code levels. Consider the best option for your environment between fixed and variable size
volumes.

T10 data integrity field support

The ANSI T10 standard provides a way to check the integrity of data that is read and written
from the application or the host bus adapter (HBA) to the drive and back through the SAN
fabric. This check is implemented through the data integrity field (DIF) that is defined in the
T10 standard. This support adds protection information that consists of cyclic redundancy
check (CRC), LBA, and host application tags to each sector of FB data on a logical volume.

A T10 DIF-capable LUN uses 520-byte sectors instead of the common 512-byte sector size.
Eight bytes are added to the standard 512-byte data field. The 8-byte DIF consists of 2 bytes
of CRC data, a 4-byte Reference Tag (to protect against misdirected writes), and a 2-byte
Application Tag for applications that might use it.

On a write, the DIF is generated by the HBA, which is based on the block data and LBA. The
DIF field is added to the end of the data block, and the data is sent through the fabric to the
storage target. The storage system validates the CRC and Reference Tag and, if correct,
stores the data block and DIF on the physical media. If the CRC does not match the data, the
data was corrupted during the write. The write operation is returned to the host with a write
error code. The host records the error and retransmits the data to the target. In this way, data
corruption is detected immediately on a write, and the corrupt data is never committed to the
physical media.
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On a read, the DIF is returned with the data block to the host, which validates the CRC and
Reference Tags. This validation adds a small amount of latency for each I/O, but it might affect
overall response time on smaller block transactions (less than 4 KB 1/Os).

The DS8880 supports the T10 DIF standard for FB volumes that are accessed by the Fibre
Channel Protocol (FCP) channels that are used by Linux on z Systems, or AIX. You can
define LUNs with an option to instruct the DS8880 to use the CRC-16 T10 DIF algorithm to
store the data.

You can also create T10 DIF-capable LUNSs for operating systems that do not yet support this
feature (except for IBM System i). However, active protection is available only for Linux on
z Systems and AIX on Power Systems.

When you create an FB LUN with the mkfbvol DS CLI command, add the option -t10dif. If
you query a LUN with the showfbvol command, the data type is shown to be FB 512T instead
of the standard FB 512 type.

Important: Because the DS8880 internally always uses 520-byte sectors (to be able to
support IBM i volumes), no capacity is considered when standard or T10 DIF-capable
volumes are used.

Target LUN: When FlashCopy for a T10 DIF LUN is used, the target LUN must also be a
T10 DIF-type LUN. This restriction does not apply to mirroring.

Count key data volumes

A z Systems CKD volume is composed of one or more extents from one CKD extent pool.
CKD extents are of the size of 3390 Model 1, which features 1113 cylinders for large extents
or 21 cylinders for small extents. When you define a z Systems CKD volume, specify the size
of the volume as a multiple of 3390 Model 1 volumes or the number of cylinders that you want
for the volume.

Before a CKD volume can be created, an LCU must be defined that provides up to 256
possible addresses that can be used for CKD volumes. Up to 255 LCUs can be defined. For
more information about LCUs, which also are called LSSs, see 4.4.5, “Logical subsystems”
on page 122.

On a DS8880, you can define CKD volumes with up to 1,182,006 cylinders, or about 1 TB.
This volume capacity is called an EAV, and it is supported by the 3390 Model A.

A CKD volume cannot span multiple extent pools, but a volume can have extents from
different ranks in the same extent pool. You also can stripe a volume across the ranks. For
more information, see “Storage pool striping: Extent rotation” on page 113.
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Figure 4-8 shows an example of how a logical volume is allocated with a CKD volume.

I Logical
Extent Pool S 3390 Mod. 3
1113 | 1113 1113] 1113

= free
Rank-x | 3390 Mdd. 3

1113 1113

Allocate 3226 cylinder
Rank-y used | o o |used | . y

volume

Extent Pool CKDO

1113 | 1113 | 1113 | 1113

Rank-x used
3390 Mad. 3

Volume with
1 1 3226 cylinders
1113 1000
Rank-y used | oo |used | 4
113 cylinders unused

Figure 4-8 Allocation of a count-key-data logical volume

CKD alias volumes

Another type of CKD volume is the PAV alias volume. PAVs are used by z/OS to send parallel
I/Os to the same base CKD volume. Alias volumes are defined within the same LCU as their
corresponding base volumes. Although they have no size, each alias volume needs an
address, which is linked to a base volume. The total of base and alias addresses cannot
exceed the maximum of 256 for an LCU.

SuperPAVY

With HyperPAV, the alias can be assigned to access a base device within the same LCU on
an /O basis. However, the system can exhaust the alias resources that are needed within a
LCU and cause an increase in I0S queue time (queue time in software waiting for a device to
issue to the 1/0). In this case, you need more aliases to access hot volumes.

Classically, to start an I/0 to a base volume, z/OS could select any alias address only from
the same LCU as the base address to perform the I/O. Starting with DS8880 R8.1 code,
the concept of SuperPAV or cross LCU HyperPAV alias device is introduced. With SuperPAV
support in DS8880 and in z/OS (check for SuperPAV APARs, support is introduced with
APARs OA49090, OA49110), the operating system can use alias addresses from other LCUs
to perform an I/O for a base address.

The restriction is that the LCU of the alias address belongs to the same DS8880 server.

In other words, if the base address is from an even/odd LCU, the alias address that z/OS can
select must also be from an even/odd LCU. In addition, the LCU of the base volume and the
LCU of the alias volume must be in the same path group. z/OS prefers alias addresses from
the same LCU as the base address, but if no alias address is free, z/OS looks for free alias
addresses in LCUs of the same Alias Management Group.
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An Alias Management Group is all LCUs that have affinity to the same DS8880 internal server
and that have the same paths to the DS8880. SMF and IBM RMF™ (APAR OA49415) are
enhanced to provide reports at the Alias Management Group level.

Figure 4-9 shows how SuperPAV works.

DS8880 2/0S with SuperPAV
L 1o Alias Pool LCU 10
LCUI0 o1 Base Busy /03
/02 ; Busy /O 2
~ /03
E /o4 usy /01
/05
LCU 12
LCU 12 Alias Pool LCU 12
Same paths Base Borrow Alias from
= LQ 12 for I/ 05
1200 120F
120E

Figure 4-9 SuperPAV

It is still a requirement that initially each alias address is assigned to a base address.
Therefore, it is not possible to define an LCU with only alias addresses.

As with PAV and HyperPAV, SuperPAV must be enabled. SuperPAV is enabled by the
HYPERPAV=XPAV statement in the IECIOSxx parmlib member or by the SETIOS
HYPERPAV=XPAV command. The D M=DEV(address) and the D M=CU(address) display
commands show whether XPAV is enabled or not. With the D M=CU(address) command, you
can check whether aliases from other LCUs are currently being used (see Example 4-2).

Example 4-2 Display information about SuperPAV (XPAV)

D M=CU(4E02)
IEE1741 11.26.55 DISPLAY M 511
CONTROL UNIT 4E02

CHP 65 5D 34 5E
ENTRY LINK ADDRESS 98 .. 434B .
DEST LINK ADDRESS FA~ 0D 200F OD
CHP PHYSICALLY ONLINE Y Y Y Y
PATH VALIDATED Y Y Y Y
MANAGED N N N N
ZHPF - CHPID Y Y Y Y
ZHPF - CU INTERFACE Y Y Y Y

MAXIMUM MANAGED CHPID(S) ALLOWED = 0
DESTINATION CU LOGICAL ADDRESS = 56

CU ND = 002107.981.1BM.75.0000000FXF41.0330
CU NED = 002107.981.1BM.75.0000000FXF41.5600
TOKEN NED = 002107.900.1IBM.75.0000000FXF41.5600

FUNCTIONS ENABLED
XPAV CU PEERS
DEFINED DEVICES
04E00-04E07
DEFINED PAV ALIASES
14E40-14E47

ZHPF, XPAV
4802, 4A02, 4C02, 4E02
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With cross-LCU HyperPAV, called SuperPAV, the number of alias addresses can further be
reduced while the pool of available alias addresses to handle I/O bursts to volumes is
increased.

4.4.3 Allocation, deletion, and modification of LUNs and CKD volumes

Extents of ranks that are assigned to an extent pool are independently available for allocation
to logical volumes. The extents for a LUN or volume are logically ordered, but they do not
have to come from one rank. The extents do not have to be contiguous on a rank.

This construction method of using fixed extents to form a logical volume in the DS8880 allows
flexibility in the management of the logical volumes. You can delete LUNs or CKD volumes,
resize LUNs or volumes, and reuse the extents of those LUNs to create other LUNs or
volumes, including ones of different sizes. One logical volume can be removed without
affecting the other logical volumes that are defined on the same extent pool.

The extents are cleaned after you delete a LUN or CKD volume. The reformatting of the
extents is a background process, and it can take time until these extents are available for
reallocation.

Two extent allocation methods (EAMs) are available for the DS8000: Storage pool striping
(rotate extents) and rotate volumes.

Storage pool striping: Extent rotation

The storage allocation method is chosen when a LUN or volume is created. The extents of a
volume can be striped across several ranks. An extent pool with more than one rank is
needed to use this storage allocation method.

The DS8880 maintains a sequence of ranks. The first rank in the list is randomly picked at
each power-on of the storage system. The DS8880 tracks the rank in which the last allocation
started. The allocation of the first extent for the next volume starts from the next rank in that
sequence.

The next extent for that volume is taken from the next rank in sequence, and so on. Therefore,
the system rotates the extents across the ranks, as shown in Figure 4-10.

Rotate Extents
Rank 1 Rank 2 Rank 3 Rank 4
(18GB) (18GB) (18GB) (18GB)
| Volume1=10GB | | Volume4=13GB |
| Volume2=22GB | | Volume5=12GB |
| Voume3=7GB |

Figure 4-10 Rotate extents
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Note: Although the preferred storage allocation method was storage pool striping, it is now
a better choice to let Easy Tier manage the storage pool extents. This chapter describes
rotate extents for the sake of completeness, but it is now mostly irrelevant.

Rotate volumes allocation method

Extents can be allocated sequentially. In this case, all extents are taken from the same rank
until enough extents are available for the requested volume size or the rank is full. In this
case, the allocation continues with the next rank in the extent pool.

If more than one volume is created in one operation, the allocation for each volume starts in
another rank. When several volumes are allocated, rotate through the ranks, as shown in
Figure 4-11.

Rotate Volumes
Rank 1 Rank 2 Rank 3 Rank 4
(18GB) (18GB) (18GB) (18GB)
| Volume 1=10GB | | Volume4=13GB |
| Volume2=22GB | | Volume5=12GB |
| Volume2=7GB |

Figure 4-11 Rotate volumes

You might want to consider this allocation method when you prefer to manage performance
manually. The workload of one volume is going to one rank. This configuration makes the
identification of performance bottlenecks easier. However, by putting all the volumes’ data
onto one rank, you might introduce a bottleneck, depending on your actual workload.

Important: Rotate extents and rotate volume EAMSs provide distribution of volumes over
ranks. Rotate extents run this distribution at a granular (1 GiB or 16 MiB extent) level, and
is a better method to minimize hot spots and improve overall performance.

However, as previously stated, Easy Tier is really the preferred choice for managing the
storage pool extents.

In a mixed-drive-characteristic (or hybrid) extent pool that contains different classes (or tiers)
of ranks, the storage pool striping EAM is used independently of the requested EAM, and
EAM is set to managed.

For extent pools that contain flash ranks, extent allocation is performed initially on enterprise
or nearline ranks while space remains available. Easy Tier algorithms migrate the extents as
needed to flash ranks. For extent pools that contain a mix of enterprise and nearline ranks,
initial extent allocation is performed on enterprise ranks first.
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This is the default allocation rule for DS8000 code. Since the DS8880 R8.1 code, there is an
option for the whole Storage Facility to change the allocation preference to start the allocation
at the highest flash/SSD tier. The chsi command can be used to change the ETTierOrder
parameter to High Utilization or to High Performance.

When you create striped volumes and non-striped volumes in an extent pool, a rank might be
filled before the others. A full rank is skipped when you create new striped volumes.

By using striped volumes, you distribute the 1/0O load of a LUN or CKD volume to more than
one set of eight drives, which can enhance performance for a logical volume. In particular,
operating systems that do not include a volume manager with striping capability benefit most
from this allocation method.

Small extents can increase the parallelism of sequential writes. While the system stays within
one rank until 1 GiB has been written, with small extents, we jump to the next rank after
16 MiB. This configuration uses more disk drives when performing sequential writes.

Important: If you must add capacity to an extent pool because it is nearly full, it is better to
add several ranks at the same time, not just one rank. This method allows new volumes to
be striped across the newly added ranks.

With the Easy Tier manual mode facility, if the extent pool is a non-hybrid pool, the user can
request an extent pool merge followed by a volume relocation with striping to run the same
function. For a hybrid-managed extent pool, extents are automatically relocated over time,
according to performance needs. For more information, see IBM DS8000 EasyTier,
REDP-4667.

Rotate volume EAM: The rotate volume EAM is not allowed if one extent pool is
composed of flash drives and configured for virtual capacity.

Dynamic volume expansion

The DS8880 supports expanding the size of a LUN or CKD volume without data loss, by
adding extents to the volume. The operating system must support resizing.

A logical volume includes the attribute of being striped across the ranks or not. If the volume
was created as striped across the ranks of the extent pool, the extents that are used to
increase the size of the volume are striped. If a volume was created without striping, the
system tries to allocate