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Preface

IBM® Flex System™ products are ideally suited for data center environments that require
flexible, cost-effective, secure, and energy-efficient hardware. IBM Flex System V7000
Storage Node is the latest addition to the IBM Flex Systems product family and is a modular
storage system designed to fit into the IBM Flex System Enterprise chassis.

When purchased in the IBM PureFlex™ configurations, IBM Flex System V7000 Storage
Node is configured from the factory into the hardware solution purchased. If, however, the
configuration wanted is not offered in the predefined offerings, then a “Build to Order”
configuration is designed to meet your needs.

IBM Flex System V7000 Storage Node includes the capability to virtualize its own internal
storage in the same manner as the IBM Storwize® V7000 does. It is designed to be a
scalable internal storage system to support the compute nodes of the IBM Flex System
environment.

This IBM Redbooks® publication introduces the features and functions of IBM Flex System
V7000 Storage Node through several examples. This book is aimed at pre-sales and
post-sales technical support and marketing personnel and storage administrators. It can help
you understand the architecture of IBM Flex System V7000 Storage Node, how to implement
it, and how to take advantage of the industry leading functions and features.

Authors

This book was produced by a team of specialists from around the world working at the
International Technical Support Organization, Raleigh Center.

John Sexton is temporarily assigned at the International Technical Support Organization,
Raleigh Center as team leader for this project. He is a Certified Consulting IT Specialist,
based in Wellington, New Zealand, and has over 25 years of experience working in IT. He has
worked at IBM for the last 17 years. His areas of expertise include IBM System p®, IBM AIX®,
IBM HACMP™ , virtualization, storage, cloud, IBM Tivoli® Storage Manager, SAN, SVC, and
business continuity. He provides pre-sales support and technical services for clients
throughout New Zealand, including consulting, solution design and implementation,
troubleshooting, performance monitoring, system migration, and training. Prior to joining IBM
in New Zealand, John worked in the United Kingdom building and maintaining systems in the
UK financial and advertising industries.

Tilak Buneti is an IBM Real-time Compression™ Development Support Engineer based in
North Carolina, USA and has over 15 years of experience working in Storage and IT fields.
He joined IBM directly as a professional and holds a Bachelor degree in Electronics and
Communication Engineering. He has expertise in various technologies used in NAS, SAN,
backup, and storage optimization technologies. He has certifications for CCNA, MCSE,
NACP, and NACA. In his current role, he is responsible for worldwide product support for IBM
Real-time Compression and documentation updates.

Eva Ho is a worldwide Product Engineer support for IBM Flex System V7000 with the IBM
Systems Technology Group. She has 28 years of working experience within IBM, which
includes product development, L2/PFE support, and Product Engineer experience working
with IBM products such as servers, networking products, IBM Network Attached Storage
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appliances, IBM DS6000™, IBM System Storage® N series, Storwize V7000, Storwize
V7000 Unified, and IBM Flex System V7000. She also worked as technical team lead when
she joined the STG worldwide N series PFE support team in Research Triangle Park, North
Carolina. Eva has a System Storage Certification with IBM. She was a participant in
developing IBM Storage Networking Solutions V1 and V2 Certification test. She holds a
Masters degree in Computer Science.

Massimo Rosati is a Certified Senior Storage IT Specialist in IBM Italy. He has 28 years of
experience in the delivery of Professional Services and SW Support. His areas of expertise
include storage hardware, SANs, storage virtualization, disaster recovery, and business
continuity solutions. He has achieved Brocade and Cisco SAN Design Certifications, and is
supporting critical and complex client engagements in the SAN and storage areas. Massimo
has written extensively about SAN and virtualization products in several IBM Redbooks
publications.
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Now you can become a published author, too!

Here’s an opportunity to spotlight your skills, grow your career, and become a published
author—all at the same time! Join an ITSO residency project and help write a book in your
area of expertise, while honing your experience using leading-edge technologies. Your efforts
will help to increase product acceptance and customer satisfaction, as you expand your
network of technical contacts and relationships. Residencies run from two to six weeks in
length, and you can participate either in person or as a remote resident working from your
home base.

Find out more about the residency program, browse the residency index, and apply online at:

ibm.com/redbooks/residencies.html

Comments welcome

Your comments are important to us!
We want our books to be as helpful as possible. Send us your comments about this book or
other IBM Redbooks publications in one of the following ways:
» Use the online Contact us review Redbooks form found at:
ibm.com/redbooks
» Send your comments in an email to:
redbooks@us.ibm.com
» Mail your comments to:

IBM Corporation, International Technical Support Organization
Dept. HYTD Mail Station P099

2455 South Road

Poughkeepsie, NY 12601-5400

Stay connected to IBM Redbooks

» Find us on Facebook:
http://www.facebook.com/IBMRedbooks

» Follow us on Twitter:
http://twitter.com/ibmredbooks

» Look for us on LinkedIn:
http://www.linkedin.com/groups?home=&gid=2130806

» Explore new Redbooks publications, residencies, and workshops with the IBM Redbooks
weekly newsletter:

https://www.redbooks.ibm.com/Redbooks.nsf/subscribe?0penForm
» Stay current on recent Redbooks publications with RSS Feeds:

http://www.redbooks.ibm.com/rss.html
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Summary of changes

This section describes the technical changes made in this edition of the book and in previous
editions. This edition might also include minor corrections and editorial changes that are not
identified.

Summary of Changes

for SG24-8068-01

for IBM Flex System V7000 Storage Node Introduction and Implementation Guide
as created or updated on March 12, 2014.

September 2013, Second Edition

This revision reflects the addition, deletion, or modification of new and changed information
described below.

IBM Storwize Family Software for Storwize V7000 V7.1.x is now available on IBM Flex
System V7000 Storage Node for upgrade to and new purchases.

New hardware

Larger drives increase the maximum internal capacity by up to 33% using 1.2 TB 2.5 inch 10K
RPM SAS drives instead of 900 GB 10K RPM SAS drives. Or, the capacity can be increased
by up to 20% using 1.2 TB 2.5 inch10K RPM SAS drives instead of 1 TB 7.2K RPM NL SAS
drives, which was formerly the maximum size drive available.

Changed information

Scalability enhancements enable the Storwize Software family to handle larger configurations
with more hosts using more volumes with more virtual machines:

» Increases the number of hosts per I/O group from 256 to 512.
» For a cluster, increases the host limit from 1024 to 2048.

» Increases the number of volumes or LUNs per host from 512 to 2048. This increase is
applicable to any host type subject to host type limitations. The increase is applicable to
FC and FCoE host attachment types (subject to host limitations), but not for iISCSI.

» Increases the number of host WWPNS per I/O group to 2048 and per cluster to 8192.
This increase applies equally to native FC and FCoE WWPNSs.

Ability to use IBM Real-time Compression and EasyTier together enables users to get high
performance and high efficiency at the same time.

Copy services now has a new function that permits to switch from Metro Mirror to Global
Mirror (with or without change volumes) without the need to re-synchronize.
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Introduction to IBM Flex Systems
and IBM PureSystems offerings

This chapter provides an overview of the IBM PureSystems offerings and how IBM Flex
System V7000 Storage Node adds to a cloud ready solution within a single IBM Flex System
Enterprise Chassis. Such a solution consists of compute nodes, storage systems, LAN, and
SAN-infrastructure, allowing connectivity.

IBM Flex System products are ideally suited for data center environments that require flexible,
cost-effective, secure, with energy-efficient hardware.

The innovative design features of the IBM Flex System products make it possible for you to
configure totally integrated, customized, secure solutions that meet your data center needs
today and provide flexible expansion capabilities for the future. The scalable hardware
features and the unprecedented cooling capabilities of the IBM Flex System products help
you optimize hardware utilization, minimize cost, and simplify the overall management of your
data center.

The primary focus of this book is to describe features and functions of IBM Flex System
V7000 Storage Node. However, in early versions of the IBM Flex System, the integrated
storage is provided by IBM Storwize V7000. Further developments were made from the time
of initial product GA announcement, and IBM Flex System V7000 Storage Node is now
supported as an integrated storage inside the IBM Flex System chassis. Hence this
introduction covers both storage systems. In the following chapters, IBM Flex System V7000
Storage Node and its functions are described.

For more information about IBM PureSystems, see the following website:

http://www.ibm.com/ibm/puresystems/us/en/index.html
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1.1 IBM PureSystems overview

During the last 100 years, information technology has moved from a specialized tool to a
pervasive influence on nearly every aspect of life. From tabulating machines that simply
counted with mechanical switches or vacuum tubes to the first programmable computers, IBM
has been a part of this growth, while always helping customers to solve problems.

Information Technology (IT) is a constant part of business and of our lives. IBM expertise in
delivering IT solutions has helped the planet become smarter. And as organizational leaders
seek to extract more real value from their data, business processes and other key
investments, IT is moving to the strategic center of business.

To meet those business demands, IBM is introducing a new category of systems, systems
that combine the flexibility of general-purpose systems, the elasticity of cloud computing and
the simplicity of an appliance that is tuned to the workload. Expert integrated systems are
essentially the building blocks of capability. This new category of systems represents the
collective knowledge of thousands of deployments, established best practices, innovative
thinking, IT leadership, and distilled expertise.

The offerings in IBM PureSystems are designed to deliver value in the following ways:

» Built-in expertise helps you to address complex business and operational tasks
automatically.

» Integration by design helps you to tune systems for optimal performance and efficiency.

» Simplified experience, from design to purchase to maintenance, creates efficiencies
quickly.

IBM PureSystems offerings are optimized for performance and virtualized for efficiency.
These systems offer a no-compromise design with system-level upgradeability. IBM
PureSystems is built for cloud, containing “built-in” flexibility and simplicity.

At IBM, expert integrated systems come in two types:

» IBM PureFlex System: Infrastructure systems deeply integrate the IT elements and
expertise of your system infrastructure.

» IBM PureApplication™ System: Platform systems include middleware and expertise for
deploying and managing your application platforms.

IBM PureSystems are built for cloud with integrated elasticity and virtualization capabilities to
provision new services in minutes and improve business flexibility while reducing cost.

IBM Flex System is a build-to-order offering that is integrated by the client or a partner and
does not deliver against all of the three attributes of expert integrated systems (built-in
expertise, integration by design, simplified experience). IBM Flex System allows clients to
build their own system to meet unique IT requirements with a set of no-compromise
components including compute, storage, networking, and systems management.

IBM PureFlex System and IBM PureApplication System are built on elements of the IBM Flex
System. It has been designed for clients that need pre-integrated hardware infrastructure
comprised of compute, storage and networking nodes as well as a choice of operating
systems and hypervisors.

The new offering, IBM Flex System V7000 Storage Node, is supported with IBM PureFlex
System and other IBM Flex System configurations.
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1.1.1 Product names

The primary product names for the IBM PureSystems components are as follows:

>

IBM PureSystems:
— The overall name for IBMs new family of expert integrated systems

IBM Flex System:

— A build-to-order offering with clients choice of IBM Flex System components

— IBM Flex System that can help you go beyond blades

— An innovative Enterprise Chassis designed for new levels of simplicity, flexibility,
integration, reliability, and upgradability

— A broad range of x86 and IBM POWER® compute nodes

— New IBM Flex System V7000 Storage Node built into the Enterprise Chassis

IBM PureFlex System:

— A solution that combines compute nodes, storage, networking, virtualization and
management into a single infrastructure system. It is expert at sensing and anticipating
resource needs to optimize your infrastructure.

IBM PureApplication System:

— A platform system designed and tuned specifically for transactional web and database
applications. Its workload-aware, flexible platform is designed to be easy to deploy,
customize, safeguard, and manage.

IBM PureData™ System:

— PureData System is the newest member of the IBM PureSystems™ family that is
optimized exclusively for delivering data services to today’s demanding applications
with simplicity, speed, and lower cost.

— Like IBM PureApplication System, it offers built-in expertise, integration by design, and
a simplified experience throughout its life cycle.

IBM Flex System V7000 Storage Node:

— The product name for the IBM Flex System V7000 Storage Node family of controller
and expansion enclosures. The IBM Flex System V7000 Storage Node is an add-on for
the IBM Flex System Enterprise Chassis.

IBM Flex System V7000 Control Enclosure:

— The controller enclosure of the IBM Flex System V7000 Storage Node. The IBM Flex
System V7000 Control Enclosure is an add-on for the IBM Flex System Enterprise
Chassis and mounts internally into it.

— The IBM Flex System V7000 Control Enclosure provides 24 disk drive bays.
— The IBM Flex System V7000 Control Enclosure supports block workloads only.

IBM Flex System V7000 Expansion Enclosure:

— A SAS disk shelf with 24 disk drive bays that connects to the IBM Flex System V7000
Control Enclosure. The IBM Flex System V7000 Expansion Enclosure is an add-on for
the IBM Flex System Enterprise Chassis and mounts internally into it.

IBM Storwize V7000:

— The IBM Storwize V7000 is a disk system with built in IBM SAN Volume Controller
(SVC) functionality. It has the ability to virtualize a wide range of external storage
systems from either IBM or other Storage vendors.

— The IBM Storwize V7000 Control Enclosure provides a choice of 24 x 2.5" Small Form
Factor (SFF) disk drives or 12 x 3.5" Large Form Factor (LFF) disk drive form factors.

— The IBM Storwize V7000 supports block workloads only.
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» IBM Storwize V7000 Unified:

— IBM Storwize V7000 Unified is like the IBM Storwize V7000 a disk system that provides
internal storage and external virtualization. However, the IBM Storwize V7000 Unified
also has file modules that provide NAS functionality like the CIFS and NFS protocols.

— The Storwize V7000 Unified consolidates block and file workloads into a single system.
» IBM Storwize V7000 Control Enclosure:
— This component is the controller enclosure of the IBM Storwize V7000 storage system.

— The IBM Storwize V7000 Control Enclosure provides 12 or 24 disk drive bays,
depending on the model.

» IBM Storwize V7000 Expansion Enclosure:
— A SAS disk shelf with either 12 or 24 disk drive bays that can connect to either the IBM
Storwize V7000 Control Enclosure or the IBM Flex System V7000 Control Enclosures.

Figure 1-2 shows the different IBM PureSystems and their building blocks.

Flex System Building Blocks IBM PureFlex System IBM PureApplication System
Chassi Pre-configured, pre-integrated Pre-configured, pre-integrated
B t?a?fi:r‘isde s infrastructure systems with compute,  platform systems with
for nodes storage, networking, physical and middleware designed for
virtual management, and entry cloud transactional web applications
Compute management with and enabled for cloud with
Nodes integrated expertise. integrated expertise.

FPower 257457

e
X85 25/4S i

Storage Node
WTO00

Expansion inside

ar outside chassis

Management

Appliance |

Optional

Networking
10/40GhE, FCoE, 1B ]

816Gk FC

Expansion

PCle P ]

Storage

Figure 1-1 IBM PureSystems

1.1.2 IBM PureFlex System

To meet today’s complex and ever-changing business demands, you need a solid foundation
of server, storage, networking, and software resources that is simple to deploy and can
quickly and automatically adapt to changing conditions. You also need access to, and the
ability to take advantage of, broad expertise and proven best practices in systems
management, applications, hardware maintenance, and more.

IBM PureFlex System is a comprehensive infrastructure system that provides an expert
integrated computing system, combining servers, enterprise storage, networking,
virtualization, and management into a single structure. Its built-in expertise enables
organizations to simply manage and flexibly deploy integrated patterns of virtual and
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hardware resources through unified management. These systems are ideally suited for
customers interested in a system that delivers the simplicity of an integrated solution but who
also want control over tuning middleware and the run-time environment.

IBM PureFlex System recommends workload placement based on virtual machine
compatibility and resource availability. Using built-in virtualization across servers, storage,
and networking, the infrastructure system enables automated scaling of resources and true
workload mobility.

IBM PureFlex System undergoes significant testing and experimentation, so it can mitigate IT
complexity without compromising the flexibility to tune systems to the tasks businesses
demand. By providing both flexibility and simplicity, IBM PureFlex System can provide
extraordinary levels of IT control, efficiency, and operating agility that enable businesses to
rapidly deploy IT services at a reduced cost. Moreover, the system is built on decades of
expertise, enabling deep integration and central management of the comprehensive,
open-choice infrastructure system and dramatically cutting down on the skills and training
required for managing and deploying the system.

IBM PureFlex System combine advanced IBM hardware and software along with patterns of
expertise and integrate them into three optimized configurations that are simple to acquire
and deploy so you get fast time to value for your solution.

Figure 1-2 shows the IBM PureFlex System with its three different chassis implementations.

IBM PureFlex System
Configurations that ease acquisition expetience and match your heeds

Express Standard Enterprise .
Infrastructure Infrastructure for Infrastructure for

for Small and application servers scalable cloud
midsize businesses. = with supporting deployments.

Most affordable storage and Redundancy for
entry point networking resilient operation

Figure 1-2 IBM PureFlex System

The three PureFlex System configurations are as follows:

» IBM PureFlex System Express: Designed for small and medium businesses, it is the most
affordable entry point for the PureFlex System.

» IBM PureFlex System Standard: Optimized for application servers with supporting storage
and networking, it is designed to support your key ISV solutions.

» IBM PureFlex System Enterprise: Optimized for transactional and database systems, it
has built-in redundancy for highly reliable and resilient operation to support your most
critical workloads.

Note: IBM Flex System allows you to build your own system to meet the unique IT
requirements.
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The components of the PureFlex System are summarized in Table 1-1.

Table 1-1 IBM PureFlex System components

Component

IBM PureFlex System
Express

IBM PureFlex System
Standard

IBM PureFlex System
Enterprise

IBM PureFlex System 42U
Rack

1

1

1

IBM Flex System Enterprise
Chassis

IBM Flex System Fabric
EN4093 10Gb Scalable Switch

2 with both port-count
upgrades

IBM Flex System FC31718Gb | 1 2 2

SAN Switch

IBM Flex System Manager 1 1 1

Node

IBM Flex System Manager IBM Flex System Manager | IBM Flex System Manager | IBM Flex System Manager

software license

with 1-year service and
support

Advanced with 3-year
service and support

Advanced with 3-year
service and support

IBM Flex System Chassis 2 2 2
Management Module

Chassis power supplies 2/6 4/6 6/6
(std/max)

IBM Flex System Enterprise 4/8 6/8 8/8

Chassis 80 mm Fan Module
Pair (std/max)

IBM Flex System V7000
Storage Node

Yes (redundant controller)

Yes (redundant controller)

Yes (redundant controller)

IBM Flex System V7000 Base
Software

Base with 1-year software
maintenance agreement

Base with 3-year software
maintenance agreement

Base with 3-year software
maintenance agreement

The fundamental building blocks of IBM PureFlex System solutions are the IBM Flex System
Enterprise Chassis complete with compute nodes, networking, and storage. See the next
sections for more information about the building blocks of the IBM PureFlex System.

» 1.2, “IBM PureFlex System building blocks” on page 8
» 1.3, “IBM Flex System Enterprise Chassis” on page 10
» 1.4, “Compute nodes” on page 15

» 1.5, “l/O modules” on page 24

1.1.3 IBM PureApplication System

The IBM PureApplication System is a platform system that pre-integrates a full application
platform set of middleware and expertise in with the IBM PureFlex System with a single
management console. It is a workload-aware, flexible platform that is designed to be easy to
deploy, customize, safeguard, and manage in a traditional or private cloud environment,
ultimately providing superior IT economics.

Availability: IBM Flex System V7000 Storage Node is currently not offered in IBM
PureApplication Systems. Currently the only available storage for IBM PureApplication
System is IBM Storwize V7000.
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With the IBM PureApplication System, you can provision your own patterns of software,
middleware, and virtual system resources. You can provision these patterns within a unique
framework that is shaped by IT best practices and industry standards. Such standards have
been developed from many years of IBM experience with clients and from a deep
understanding of smarter computing. These IT best practices and standards are infused
throughout the system.

With IBM PureApplication System, you enjoy the following benefits:

» IBM builds expertise into preintegrated deployment patterns, which can speed the
development and delivery of new services.

» By automating key processes such as application deployment, PureApplication System
built-in expertise capabilities can reduce the cost and time required to manage an
infrastructure.

» Built-in application optimization expertise reduces the number of unplanned outages
through best practices and automation of the manual processes identified as sources of
those outages.

» Administrators can use built-in application elasticity to scale up or to scale down
automatically. Systems can use data replication to increase availability.

Patterns of expertise can automatically balance, manage, and optimize the elements
necessary, from the underlying hardware resources up through the middleware and software.
These patterns of expertise help deliver and manage business processes, services, and
applications by encapsulating best practices and expertise into a repeatable and deployable
form. This best-practice knowledge and expertise has been gained from decades of
optimizing the deployment and management of data centers, software infrastructures, and
applications around the world.

These patterns help you achieve the following types of value:

» Agility: As you seek to innovate to bring products and services to market faster, you need
fast time-to-value. Expertise built into a solution can eliminate manual steps, automate
delivery, and support innovation.

» Efficiency: To reduce costs and conserve valuable resources, you must get the most out of
your systems with energy efficiency, simple management, and fast, automated response
to problems. With built-in expertise, you can optimize your critical business applications
and get the most out of your investments.

» Increased simplicity: You need a less complex environment. Patterns of expertise help you
to easily consolidate diverse servers, storage and applications onto an easier-to-manage,
integrated system.

» Control. With optimized patterns of expertise, you can accelerate cloud implementations
to lower risk by improving security and reducing human error.

IBM PureApplication System is available in four configurations. These configuration options
enable you to choose the size and compute power that meets your needs for application
infrastructure. You can upgrade to the next size when your organization requires more
capacity, and in most cases, you can do so without application downtime.
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Table 1-2 provides a high-level overview of the configurations.

Table 1-2 IBM PureApplication System configurations

IBM IBM IBM IBM
PureApplication | PureApplication | PureApplication | PureApplication
System System System System
W1500-96 W1500-192 W1500-384 W1500-608

Cores 96 192 384 608
RAM 1.5TB 3.1TB 6.1 TB 9.7TB
SSD Storage 6.4TB
HDD Storage 48.0 TB
Application Included
Services
Entitlement

For more details about IBM PureApplication System, see the following website:

http://ibm.com/expert

1.2 IBM PureFlex System building blocks

IBM PureFlex System provides an integrated computing system, combining servers,
enterprise storage, networking, virtualization, and management into a single structure. The
built-in expertise lets organizations simply manage and flexibly deploy integrated patterns of
virtual and hardware resources through unified management.

1.2.1 Highlights

Each system consists of IBM System x® nodes, IBM Power Systems™ compute nodes, or a
combination of these two types, which is known as a hybrid configuration. The bundled,
on-site services provide some initial compute node configuration and might differ for IBM
System x nodes and Power Systems compute nodes. A client-specified primary node
(POWER or x86) is pre-configured with a hypervisor (IBM PowerVM®, VMWare, KVM,
HyperV) to allow virtual server configuration by IBM services personnel. Services also include
skills transfer to the client personnel.

Important: Initial IBM PureFlex System configuration is carried out by IBM services and is
included with the purchase. To ensure configuration success, the default shipped
configuration must not be changed until these services are completed by IBM.
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1.2.2 Components
The IBM PureFlex System offerings comprise of the following components as illustrated in
Figure 1-3. With these components pre-configured, pre-integrated infrastructure systems with

compute, storage, networking, physical and virtual management, and entry cloud
management with integrated expertise are delivered by the IBM PureFlex System.

14 half-wide
Chassis bays for

nodes
Compute B Power 25/4S
Nodes P 86 2S/4S

Storage - \/7000Expansion
Nodes infout of chassis

Management P Flex System
Appliance Manager

10/40GbE,
Networking  smsesssssssCOE,
IB 8/16Gb FC

PCle,
Expansion N EEE Dedicated

Storage

Figure 1-3 IBM PureFlex System Building Bocks

Storage components

The storage capabilities of IBM Flex System allows you to gain advanced functionality with
storage nodes in your system while taking advantage of your existing storage infrastructure
through advanced virtualization. For early versions of the IBM Flex System, the only
integrated storage was the IBM Storwize V7000 that was external to the IBM Flex System
Enterprise Chassis. With the introduction of IBM Flex System V7000 Storage Node, storage
is provided internally from the IBM Flex System Enterprise Chassis.

Simplified management

The IBM Flex System simplifies storage administration with a single user interface for all your
storage with a management console that is integrated with the comprehensive management
system. These management and storage capabilities allow you to virtualize third-party
storage with non-disruptive migration of the current storage infrastructure. You can also take
advantage of intelligent tiering so you can balance performance and cost for your storage
needs. The solution also supports local and remote replication and snapshots for flexible
business continuity and disaster recovery capabilities.
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Infrastructure

The IBM Flex System Enterprise Chassis is the foundation of the offering, supporting
intelligent workload deployment and management for maximum business agility. The 10U
high chassis has the capacity of up to 14 compute nodes, or a mix of compute nodes and
Storage, which mounts from the front. From the rear, it mounts power supplies, fans, and
different options of LAN and SAN switches. The IBM Flex System Enterprise Chassis delivers
high-performance connectivity for your integrated compute nodes, storage, networking, and
management resources. The chassis is designed to support multiple generations of
technology and offers independently scalable resource pools for higher utilization and lower
cost per workload.

We now review the various components of the IBM Flex System in order to understand how
IBM Flex System V7000 Storage Node integrates with the PureFlex Systems solution. All of
the components are used in the three pre-integrated offerings to support compute, storage,
and networking requirements. You can select from these offerings, which are designed for key
client initiatives and help simplify ordering and configuration.

While we only provide a summary of the IBM Flex System components in the following
sections, its important to understand the various available options for IBM Flex System before
we describe IBM Flex System V7000 Storage Node in detail in Chapter 2, “Introduction to
IBM Flex System V7000 Storage Node” on page 37.

For detailed information about the components, see IBM PureFlex System and IBM Flex
System Products and Technology, SG24-7984.

1.3 IBM Flex System Enterprise Chassis

10

The IBM Flex System Enterprise Chassis is a 10U next-generation server platform with
integrated chassis management. It is a compact, high-density, high-performance, rack-mount,
scalable server platform system. It supports up to 14 one-bay compute nodes that can share
common resources, such as power, cooling, management, and I/O resources within a single
Enterprise Chassis. In addition, it can also support up to seven 2-bay compute nodes or three
4-bay compute nodes (three IBM Flex System V7000 Storage Nodes or expansion
enclosures) when the shelves are removed from the chassis. The1-bay, 2-bay, and 4-bay
components can be “mixed and matched” to meet specific hardware requirements.
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Figure 1-4 shows the chassis with IBM Flex System V7000 Storage Node occupying 4 x
compute bays, which is partially inserted into the chassis for identification.

Figure 1-4 Front view of IBM Enterprise Flex System Chassis with an IBM Flex System V7000 Storage Node

The chassis has the following features on the front:
» The front information panel, located on the lower left of the chassis
» Bays 1 to 14 supporting Nodes, storage enclosures and FSM

» Lower airflow inlet apertures that provides air cooling for switches, IBM Flex System
Chassis Management Module and power supplies

» Upper airflow inlet apertures that provide cooling for power supplies

For proper cooling, each bay in the front or rear of the chassis must contain either a device or
a filler.

The Enterprise Chassis provides several LEDs on the front information panel that can be
used to obtain the status of the chassis. The Identify, Check log and the Fault LED also
appear on the rear of the chassis for ease of use.

The major components of Enterprise Chassis are as follows:

» Fourteen 1-bay compute node bays (can also support seven 2-bay or three 4-bay compute
nodes with shelves removed).

» Six 2500-watt power modules that provide N+N or N+1 redundant power.
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» Ten fan modules (eight 80 mm fan modules and two 40 mm fan modules).
» Four physical I/O modules.
» An I/O architectural design capable of providing:

— Up to 8 lanes of I/O to an I/O adapter card; each lane capable of up to 16 Gbps

— A maximum of 16 lanes of I/O to a half wide-node with two adapters

— A wide variety of networking solutions including Ethernet, Fibre Channel, FCoE, and
InfiniBand

» Up to two IBM Flex System Manager (FSM) management appliances for redundancy. The
FSM provides multiple-chassis management support for up to four chassis.

» Two IBM Flex System Chassis Management Module (CMMs). The CMM provides
single-chassis management support.

The chassis can be configured with the following information about the chassis location:

» Rack Room

Rack Location

Position in Rack (the lowest Rack Unit occupied by the Chassis)
Chassis Name

Bay ID

vvyyy

Individual components will then be able to work out their bay in the chassis, the IBM Flex
System V7000 Storage Node enclosure uses 4 bays (double wide and double tall) per
enclosure and will report its bay as the lowest left bay that it occupies.

Figure 1-5 shows the rear of the chassis where the I/O modules and chassis management
modules can be seen.

IO Modules IO Modules
(Switches) (Switches)
1 and 2 3and 4

Power Supply Units

Chassis
Management
Modules

1 Gb/s
Management
Port on CMM

Fans

Figure 1-5 Rear view of the IBM Enterprise Flex System Chassis
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The following components can be installed into the rear of the chassis:
» Up to two IBM Flex System Chassis Management Modules (CMM).
» Up to six 2500W power supply modules.

» Up to six fan modules consisting of four 80 mm fan modules and two 40 mm fan modules.
Additional fan modules can be installed, up to a total of ten modules.

» Up to four /0O modules.

1.3.1 Chassis power supplies

A maximum of six power supplies can be installed within the Enterprise Chassis. The PSUs
and empty PSU bays can be seen in Figure 1-5 on page 12. The power supplies are 80 PLUS
Platinum certified and are 2100 Watts and 2500 Watts output rated at 200VAC, with
oversubscription to 2895 Watts and 3538 Watts output at 200VAC respectively. The power
supply operating range is 200-240VAC. The power supplies also contain two independently
powered 40 mm cooling fan modules that pick power up from the midplane, not from the
power supply.

Availability: The 2100W power supplies are only available by Configure to Order (CTO).
For more information about the 2100W power supply, see IBM PureFlex System and IBM
Flex System Products and Technology, SG24-7984.

Highlights

The chassis allows configurations of power supplies to give N+N or N+1 redundancy. A fully
configured chassis will operate on just three 2500 W power supplies with no redundancy, but
N+1 or N+N is likely to be preferred. Using three (or six with N+N redundancy) power supplies
allows for a balanced 3-phase configuration.

All power supply modules are combined into a single power domain within the chassis, which
distributes power to each of the compute nodes, I/0O modules, and ancillary components
through the Enterprise Chassis midplane. The midplane is a highly reliable design with no
active components. Each power supply is designed to provide fault isolation and is hot
swappable.

There is power monitoring of both the DC and AC signals from the power supplies, which
allows the IBM Flex System Chassis Management Module to accurately monitor these
signals. The integral power supply fans are not dependent upon the power supply being
functional, they operate and are powered independently from the midplane.

Each power supply in the chassis has a 16A C20 3 pin socket and can be fed by a C19 power
cable, from a suitable supply.

The chassis power system is designed for efficiency using data center power consisting of
3 phase 60A Delta 200 VAC (North America) or 3 phase 32A wye 380-415 VAC
(international). The Chassis can also be fed from single phase 200-240 VAC supplies if
required.
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Power supply redundancy

There are different vendors that can vary slightly in the terminology when describing power
supply unit (PSU) redundancy. In general, ‘N is the minimum number of PSUs required to
keep the server operational, in this case, to keep the populated IBM Flex System Enterprise
Chassis operational. The term ‘N+7" is the minimum number of PSUs plus one. It is not the
best option for redundancy, it is the equivalent of a “hot spare” and will protect against PSU
failure only.

The minimum number of PSUs required to keep the server or chassis operational duplicated
or doubled is referred to as ‘N+N. The PSUs are fully redundant where there will be an even
number for minimum ‘N+N support.

An IBM Flex System Enterprise Chassis would typically be connected to at least two power
distribution units (PDU) in a computer room with the PSUs connected evenly across the
PDUs. With ‘N+N redundancy the IBM Flex System Enterprise Chassis in this configuration
is also protected against PDU failure within the computer room.

1.3.2 Fan modules and cooling

The Enterprise Chassis supports up to ten hot pluggable fan modules consisting of two
40 mm fan modules and eight 80 mm fan modules.

Highlights

A chassis can operate with a minimum of six hot-swap fan modules installed, consisting of
four 80 mm fan modules and two 40 mm fan modules. The fan modules plug into the chassis
and connect to the fan distribution cards. The 80 mm fan modules can be added as required
to support chassis cooling requirements.

The two 40 mm fan modules in fan bays 5 and 10 (top two) distribute airflow to the I/O
modules and chassis management modules. These modules ship pre installed in the chassis.

Each 40 mm fan module contains two 40 mm fans internally, side by side.

The 80 mm fan modules distribute airflow to the compute nodes through the chassis from
front to rear. Each 80 mm fan module contains two 80 mm fan modules, back to back at each
end of the module, which are counter rotating.

Both fan modules have an EMC (electromagnetic compatibility) mesh screen on the rear
internal face of the module. The design of this also has an additional benefit for the airflow, by
providing a laminar flow through the screen, which reduces turbulence of the exhaust air and
improves the efficiency of the overall fan assembly. Laminar flow is a smooth flow of air,
sometimes called streamline flow. The opposite of a laminar flow is a turbulent flow. The
design of the whole fan assembly, the fan blade design, the distance between and size of the
fan modules together with the EMC mesh screen ensures a highly efficient fan design that
provides the best cooling for lowest energy input.

The minimum number of 80 mm fan modules is four. The maximum number of 80 mm fan
modules that can be installed is eight. When the modules are ordered as an option, they are
supplied as a pair.
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Environmental specifications

The chassis is designed to operate in temperatures up to 40°c (104°F), in ASHRAE class A3
operating environments.

The airflow requirements for the Enterprise Chassis are from 270 CFM (cubic feet per minute)
to a maximum of 1020 CFM.

Environmental specifications are as follows:

» Humidity, non-condensing: -12°C dew point (10.4°F) and 8% - 85% relative humidity
» Maximum dew point: 24°C (75°F)

» Maximum elevation: 3050 m (10.006 ft.)

» Maximum rate of temperature change: 5°C/hr. (41°F/hr.)

Heat output (approximate):
» Maximum configuration: potentially 12.9kW

The 12.9 kW figure is only a potential maximum, where the most power hungry configuration
is chosen and all power envelopes are maximum. For a more realistic figure, the IBM Power
Configurator tool can be made to establish specific power requirements for a given
configuration.

The Power Configurator tool can be found at the following website:

http://www.ibm.com/systems/x/hardware/configtools.html

1.4 Compute nodes

The IBM Flex System portfolio of compute nodes includes those with Intel Xeon processors or
with IBM POWER7® processors. Depending on the compute node design, it can come in one
of two different form factors:

» Half-wide node: Occupies one chassis bay, half the width of the chassis (approximately
215 mm or 8.5").

» Full-wide node: Occupies two chassis bays side-by-side, the full width of the chassis
(approximately 435 mm or 177).

The applications installed on the compute nodes can be running on an operating system run
natively on a dedicated physical server or can be virtualized in a virtual machine managed by
a hypervisor layer. Here we provide a summary of the compute nodes. For further detailed
information about these topics, see the IBM Flex System p260 and p460 Planning and
Implementation Guide, SG24-7989 and IBM PureFlex System and IBM Flex System Products
and Technology, SG24-7984.

1.4.1 IBM Flex System x440 Compute Node

The IBM Flex System x440 Compute Node (machine type 7917) is a high-density four socket
server, optimized for high-end virtualization, mainstream database deployments,
memory-intensive and high performance environments.

The IBM Flex System x440 Compute Node is a double-wide compute node providing
scalability to support up to four Intel Xeon E5-4600 processors. The node’s width allows for a
significant I/O capability.
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Figure 1-6 shows the front of the compute node, showing the location of the controls, LEDs,
and connectors. The light path diagnostic panel is located on the upper edge of the front
panel bezel, in the same place as the x220 and x240.

Two 2.5" HS Light path
drive bays diagnostics

Console breakout
USB port cable port

Figure 1-6 IBM Flex System x440 Compute Node
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See IBM Flex System x440 Compute Node, TIPS0886 for more information.

4.2 IBM Flex System x240 Compute Node

The IBM Flex System x240 Compute Node, available as machine type 8737, is a half-wide,
two-socket server running the latest Intel Xeon processor E5-2600 family processors. It is
ideal for infrastructure, virtualization, and enterprise business applications and is compatible
with the IBM Flex System Enterprise Chassis. The x240 supports up to two Intel Xeon
E5-2600 series multi-core processors, 24 DIMM modules, two hot-swap drives, two PCI

Express I/0 adapter cards, and has an option for two internal USB connectors. Figure 1-7
shows the single bay x240 compute node.

Figure 1-7 The x240 type 8737
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The IBM Flex System x240 Compute Node type 8737 features the Intel Xeon E5-2600 series
processors with two, four, six, or eight cores per processor, with up to 16 threads per socket.
The processors have up to 20 MB of shared L3 cache, Hyper-Threading, Turbo Boost
Technology 2.0 (depending on processor model), two QuickPath Interconnect (QPI) links that
run at up to 8 GT/s, one integrated memory controller, and four memory channels supporting
up to three DIMMs each.

The x240 includes 8 GB of memory (2 x 4 GB DIMMs) running at either 1600 MHz or 1333
MHz depending on model. Some models include an Embedded 10 Gb Virtual Fabric Ethernet
LAN-on-motherboard (LOM) controller as standard; this embedded controller precludes the
use of an I/O adapter in 1/O connector 1. Model numbers in the form x2x (for example,
8737-L2x) include an Embedded 10 Gb Virtual Fabric Ethernet LAN-on-motherboard (LOM)
controller as standard. Model numbers in the form x1x (for example, 8737-A1x) do not include
this embedded controller.

The x240 with the Intel Xeon E5-2600 series processors can support up to 768 GB of
memory in total when using 32 GB LRDIMMs and with both processors installed. The x240
uses Double Data Rate-3 (DDR-3) low-profile (LP) DIMMs. The x240 supports three types of
DIMM memory:

» Registered DIMM (RDIMM) modules
» Unbuffered DIMM (UDIMM) modules
» Load-reduced (LRDIMM) modules

The mixing of these different memory DIMM types is not supported.

The x240 compute node features an onboard LS| 2004 SAS controller with two small form
factor (SFF) hot-swap drive bays that are accessible from the front of the compute node. The
onboard LS| SAS2004 controller provides RAID 0, RAID 1, or RAID 10 capability and
supports up to two SFF hot-swap SAS or SATA HDDs or two SFF hot-swap solid state drives.
Figure 1-8 shows how the LS12004 SAS controller and hot-swap storage devices connect to
the internal HDD interface.

LSI2004 SAS 0 Device 1
SAS SAS 1
Controller SAS 1 Hot-Swap
Storage
Device 2

Figure 1-8 The LSI12004 SAS controller connections to HDD interface

Each x240 server has an Integrated Management Module version 2 (IMMv2) onboard and
uses the Unified Extensible Firmware Interface (UEFI) to replace the older BIOS interface.
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Embedded 10 Gb Virtual Fabric Adapter

Some models of the x240 include an Embedded 10 Gb Virtual Fabric Adapter (VFA, also
known as LAN on Motherboard or LOM), built into the system board. Each of these models
that includes the embedded 10 Gb VFA also has the Compute Node Fabric Connector
installed in 1/0 connector 1 (and physically screwed onto the system board) to provide
connectivity to the Enterprise Chassis midplane.

I/0 expansion

The x240 has two PCle 3.0 x16 I/O expansion connectors for attaching I/0O adapter cards.
There is also another expansion connector designed for future expansion options. The 1/0
expansion connectors are a very high-density 216 pin PCle connector. By installing 1/0
adapter cards, it allows the x240 to connect with switch modules in the IBM Flex System
Enterprise Chassis.

Figure 1-9 shows the rear of the x240 compute node and the locations of the 1/O connectors.

-~ ﬁ‘\\\
// =)
L e %
N -
1/0O Connector 1 [ \‘\ _ Af‘\/
I/O expansion
adapter

1/0 Connector 2

-

Expansion Retentior
cover clios

Figure 1-9 Rear of the x240 compute node showing the locations of the I/O connectors
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1.4.3 IBM Flex System x220 Compute Node

The IBM Flex System x220 Compute Node, machine type 79086, is the next generation
cost-optimized compute node designed for less demanding workloads and low-density
virtualization. The x220 is efficient and equipped with flexible configuration options and
advanced management to run a broad range of workloads. It is a high-availability, scalable
compute node optimized to support the next-generation microprocessor technology. With a
balance between cost and system features, the x220 is an ideal platform for general business
workloads. This section describes the key features of the server.

Highlights
Figure 1-10 shows the front of the compute node indicating location of the controls, LEDs,
and connectors.

Two 2.5"HS  Light path
drive bays  diagnostics
panel

Console breakout Power LED
cable port panel

USB port

Figure 1-10 IBM Flex System x220 Compute Node

The IBM Flex System x220 Compute Node features the Intel Xeon E5-2400 series
processors. The Xeon E5-2400 series processor has models with either four, six, or eight
cores per processor with up to 16 threads per socket. The processors have up to 20 MB of
shared L3 cache, Hyper-Threading, Turbo Boost Technology 2.0 (depending on processor
model), one QuickPath Interconnect (QPI) link that runs at up to 8 GT/s, one integrated
memory controller, and three memory channels supporting up to two DIMMs each.

The x220 also supports an Intel Pentium 1403 or 1407 dual-core processor for entry-level
server applications. Only one Pentium processor is supported in the x220. CPU socket 2 must
be left unused and only six DIMM socks are available.

The x220 supports Low Profile (LP) DDR3 memory registered DIMMs (RDIMMs) and
unbuffered DIMMs (UDIMMs). The server supports up to six DIMMs when one processor is
installed and up to 12 DIMMs when two processors are installed. Each processor has three
memory channels, and there are two DIMMs per channel.

The x220 server has two 2.5-inch hot-swap drive bays accessible from the front of the blade
server as shown in Figure 1-10. The server optionally supports three internal disk controllers
allowing a greater number of internal drives up to a maximum of eight with the ServeRAID
M5115 controller and also supports 1.8-inch solid-state drives.
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Each IBM Flex System x220 Compute Nodehas an Integrated Management Module version 2
(IMMv2) onboard and uses the Unified Extensible Firmware Interface (UEFI).

Embedded 1 Gb Ethernet controller

Some models of the x220 include an Embedded 1 Gb Ethernet controller (also known as LAN
on Motherboard or LOM) built into the system board. Each x220 model that includes the
controller also has the Compute Node Fabric Connector installed in I/O connector 1 (and
physically screwed onto the system board) to provide connectivity to the Enterprise Chassis
midplane.

The Fabric Connector enables port 1 on the controller to be routed to I/O module bay 1 and
port 2 to be routed to /O module bay 2. The Fabric Connector can be unscrewed and
removed, if required, to allow the installation of an I/O adapter on 1/O connector 1.

1.4.4 IBM Flex System p260 and p24L Compute Nodes

The IBM Flex System p260 Compute Node and IBM Flex System p24L Compute Node are
based on IBM POWER architecture technologies. These compute nodes run in IBM Flex
System Enterprise Chassis units to provide a high-density, high-performance compute node
environment, using advanced processing technology. The IBM Flex System p24L Compute
Node shares several similarities to the IBM Flex System p260 Compute Node in that it is a
half-wide, Power Systems compute node with two POWER7 processor sockets,16 memory
slots, two 1/O adapter slots, and an option for up to two internal drives for local storage. The
IBM Flex System p24L Compute Node is optimized for lower-cost Linux installations.

Highlights
The IBM Flex System p260 Compute Node has the following features:

Two processors with up to 16 POWERY processing cores, up to 8 per processor
Sixteen DDR3 memory DIMM slots supporting IBM Active Memory™ Expansion
Supports VLP (Very Low Profile) and LP (Low Profile) DIMMs

Two P7IOC I/O hubs

RAID-compatible SAS controller supporting up to 2 SSD or HDD drives

Two 1/O adapter slots

Flexible Support Processor (FSP)

System management alerts

IBM Light Path Diagnostics

USB 2.0 port

IBM EnergyScale™ technology

VVYVYYYYVYVYVYYY

The front panel of Power Systems compute nodes has the following common elements, as
shown in Figure 1-11:

» USB 2.0 port

Power-control button and light path, light-emitting diode (LED) (green)
Location LED (blue)

Information LED (amber)

Fault LED (amber)

vvyyy
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USB 2.0 port

Power button LEDs (left-right):
location, info, fault

Figure 1-11 IBM Flex System p260 Compute Node with front panel details

There is no onboard video capability in the Power Systems compute nodes. The machines
have been designed to be accessed using Serial Over LAN (SOL) or the IBM Flex System
Manager (FSM).

The IBM POWER?7 processor represents a leap forward in technology and associated
computing capability. The multi-core architecture of the POWERY7 processor has been
matched with a wide range of related technologies to deliver leading throughput, efficiency,
scalability, and reliability, availability, and serviceability (RAS).

Although the processor is an important component in servers, many elements and facilities
have to be balanced across a server to deliver maximum throughput. As with previous
generations of systems based on POWER processors, the design philosophy for POWER7
processor-based systems is one of system-wide balance in which the POWER?7 processor
plays an important role.

Each POWERY7 processor has an integrated memory controller. Industry standard DDR3
Registered DIMM (RDIMM) technology is used to increase reliability, speed, and density of
memory subsystems.

The p260 and p24L has an onboard SAS controller that can manage up to two,
non-hot-pluggable internal drives. Both 2.5-inch hard disk drives (HDDs) and 1.8-inch
solid-state drives (SSDs) are supported. The maximum number of drives that can be installed
in the p260 or p24L is two. SSD and HDD drives cannot be mixed.

There are several advanced system management capabilities built into the p260 and p24L.

A Flexible Service Processor handles most of the server-level system management. It has
features, such as system alerts and Serial-Over-LAN capability.
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A Flexible Service Processor (FSP) provides out-of-band system management capabilities,
such as system control, run-time error detection, configuration, and diagnostics. Generally,
you do not interact with the FSP directly but, rather, using tools, such as IBM Flex System
Manager, IBM Flex System Chassis Management Module, and external IBM Systems
Director Management Console. The FSP provides a Serial-over-LAN interface, which is
available with the IBM Flex System Chassis Management Module and the console command.

The p260 and p24L do not have an on-board video chip and do not support keyboard, video,
and mouse (KVM) connection. Server console access is obtained by a SOL connection only.
SOL provides a means to manage servers remotely by using a command-line interface (CLI)
over a Telnet or secure shell (SSH) connection. SOL is required to manage servers that do
not have KVM support or that are attached to the IBM Flex System Manager. SOL provides
console redirection for both System Management Services (SMS) and the server operating
system. The SOL feature redirects server serial-connection data over a LAN without requiring
special cabling by routing the data using the IBM Flex System Chassis Management Module
network interface. The SOL connection enables Power Systems compute nodes to be
managed from any remote location with network access to the IBM Flex System Chassis
Management Module.

The IBM Flex System Chassis Management Module CLI provides access to the text-console
command prompt on each server through a SOL connection, enabling the p260 and p24L to
be managed from a remote location.

I/0 adapter slots

There are two 1/O adapter slots on the p260 and the p24L which are identical in shape (form
factor). Also different is that the 1/0 adapters for the Power Systems compute nodes have
their own connector that plugs into the IBM Flex System Enterprise Chassis midplane.

The 1/O is controlled by two P7-10C I/O controller hub chips. This provides additional flexibility
when assigning resources within Virtual I/O Server (VIOS) to specific Virtual Machine/LPARs.

1.4.5 IBM Flex System p460 Compute Node
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The IBM Flex System p460 Compute Node is also based on IBM POWER architecture
technologies. This compute node is a full-wide, Power Systems compute node with four
POWER?7 processor sockets, 32 memory slots, four /0O adapter slots, and an option for up to
two internal drives for local storage. It runs in IBM Flex System Enterprise Chassis units to
provide a high-density, high-performance compute node environment, using advanced
processing technology.

Highlights
The IBM Flex System p460 Compute Node has the following features:

Four processors with up to 32 POWERY7 processing cores

Thirty-two DDR3 memory DIMM slots that support IBM Active Memory Expansion
Supports Very Low Profile (VLP) and Low Profile (LP) DIMMs

Four P7I10C I/0O hubs

RAID-capable SAS controller that support up to two SSD or HDD drives
Four I/O adapter slots

Flexible Support Processor (FSP)

System management alerts

IBM Light Path Diagnostics

USB 2.0 port

IBM EnergyScale technology

YVVYVYYVYVYVYVYVYYVYY
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The front panel of Power Systems compute nodes has the following common elements, as
shown by the p460 in Figure 1-12:

» USB 2.0 port

Power-control button and light path, light-emitting diode (LED) (green)
Location LED (blue)

Information LED (amber)

>
>
>
» Fault LED (amber)

USB 2.0 port Power button LEDs (left-right):
location, info, fault

Figure 1-12 IBM Flex System p460 Compute Node showing front indicators

The USB port on the front of the Power Systems compute nodes is useful for a variety of
tasks, including out-of-band diagnostics, hardware RAID setup, operating system access to
data on removable media, and local OS installation. It might be helpful to obtain a USB optical
(CD or DVD) drive for these purposes, in case the need arises, as there is no optical drive in
the IBM Flex System Enterprise Chassis.

Although the processor is an important component in servers, many elements and facilities
have to be balanced across a server to deliver maximum throughput. As with previous
generations of systems based on POWER processors, the design philosophy for POWER7
processor-based systems is one of system-wide balance in which the POWER7 processor
plays an important role.

Each POWER?7 processor has two integrated memory controllers in the chip. Industry
standard DDR3 Registered DIMM (RDIMM) technology is used to increase reliability, speed,
and density of memory subsystems. The functional minimum memory configuration for the
machine is 4 GB (2 x 2 GB) but that is not sufficient for reasonable production use of the
machine. It is recommended for the IBM Flex System p460 Compute Node a minimum of
32 GB of memory, with 32 x 16 GB DIMMs the maximum memory configurable is 512 GB.

The p460 has an onboard SAS controller that can manage up to two, non-hot-pluggable
internal drives. Even though the p460 is a full-wide server, it has the same storage options as
the p260 and the p24L.

The type of local drives used impacts the form factor of your memory DIMMs. If HDDs are
chosen, then only very-low-profile (VLP) DIMMs can be used because of internal spacing.
There is not enough room for the 2.5-inch drives to be used with low-profile (LP) DIMMs
(currently the 2 GB and 16 GB sizes). Verify your memory choice to make sure it is
compatible with the local storage configuration. The use of SSDs does not have the same
limitation, and LP DIMMs can be used with SSDs.

The p460 System Management is the same as the p260 and p24L POWER compute nodes.
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I/O adapter slots

The networking subsystem of the IBM Flex System Enterprise Chassis has been designed to
provide increased bandwidth and flexibility. The new design also allows for more ports on the
available expansion adapters, which will allow for greater flexibility and efficiency with your
system’s design.

There are four I/O adapter slots on the IBM Flex System p460 Compute Node. The 1/0
adapters for the p460 have their own connector that plugs into the IBM Flex System
Enterprise Chassis midplane. There is no onboard network capability in the Power Systems
compute nodes other than the Flexible Service Processor (FSP) NIC interface.

The I/0 is controlled by four P7-10C 1/O controller hub chips. This provides additional
flexibility when assigning resources within Virtual 1/0 Server (VIOS) to specific Virtual
Machine/LPARs.

1.5 I/0 modules

24

The Enterprise Chassis can accommodate a total of four /O modules which are installed in
vertical orientation into the rear of the chassis, as shown in Figure 1-13, where the four
modules at the back of the chassis with the bays numbered. In addition to the two types of
switches listed in Table 1-1 on page 6, there are alternative I/O modules that provide external
connectivity, as well as connecting internally to each of the nodes within the chassis. They
can be either Switch or Pass through modules with a potential to support other types in the
future. These models can be ordered in “build to order” IBM Flex Systems solutions.

Figure 1-13 IBM Flex System Enterprise Chassis with I/O module bays numbered
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If a node has a two port integrated LAN on Motherboard (LOM) as standard, Module 1 and 2
are connected to it. If an I/O adapter is installed in the nodes 1/0 expansion bay 1, then
Module 1 and 2 would be connected to this. Module 3 and 4 connect to the I/O adapter that is
installed within 1/0 expansion bay 2 on the node. See Figure 1-14.

LOM connector
(remove when
1/0 expansion
adapter is installed)

4 lanes (KX-4) or
4 10 Gbps lanes (KR)

1/0 module 1

I :: 1/0 module 3

p—— 1/0 module 2
Node 'Lom'™ -
bay 2 - e

with I/O
expansion 1/0 module 4
adapter

Node LoM|
bay 1 e

with LOM

14 internal groups
(of 4 lanes each),
one to each node.

Node
bay 14

Figure 1-14 LOM, I/O adapter and switch module connection for node bays

The node in Bay 1 in Figure 1-14 shows that when shipped with a LOM, the LOM connector
provides the link from the node motherboard to the midplane. Some nodes do not ship with
LOM.

If required, this LOM connector can be removed and an I/O expansion adapter installed in its
place. It is shown on the node in Bay 2 in Figure 1-14.

1.5.1 IBM Flex System Fabric CN4093 10 Gb Converged Scalable Switch

The IBM Flex System Fabric CN4093 10 Gb Converged Scalable Switch provides support for
L2 and L3 switching, Converged Enhanced Ethernet (PFC, ETS, DCBX), Fibre Channel over
Ethernet (FCoE), NPV Gateway, and Full Fabric Fibre Channel Forwarder (FCF).

The switch has the following major components:

» 42 10 Gb Ethernet internal ports and twenty-two external ports. External ports are
arranged as two (small form-factor pluggable plus) SFP+ ports

» 12 SFP+ Omni Ports
» 2 Quad Small Form-Factor Pluggable Plus (QSFP+) ports.
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» Each Omni Port is capable of running in 10 Gb Ethernet or 4/8 Gb FC mode with
auto-negotiation capability.

» Support for Converged Enhanced Ethernet (CEE) and Fibre Channel over Ethernet
(FCoE) over all Ethernet ports including Omni Ports (in Ethernet mode).

» Support for the Full Fabric FCF (Fibre Channel Forwarder) and NPV gateway.

» Support for full fabric FC services including Name Server, hardware-based Zoning.

» Support for IBM vNIC (virtual network interface card) Virtual Fabric Adapter with Single
Root I/O Virtualization (SR-I0V) capability.

The 10 Gb Ethernet switch supports single compute node port capability (14 ports). Dual
compute node port capability (28 ports) and triple compute node port capability (42 ports) are
available with optional licenses.

The base model of this scalable switch provides the following features:

» 14 internal 10 Gb Ethernet/FCoE ports
» 2 external 1 Gb/10 Gb Ethernet/FCoE ports
» 6 external flexible ports, usable for either 10 Gb Ethernet/FCoE or 4/8 Gb Fibre Channel.

With the optional licensing for pay-as-you-grow scalability, you can easily and cost-effectively
enable additional internal 10 Gb Ethernet/FCoE ports, external 10 Gb/40 Gb Ethernet/FCoE
ports and external flexible ports, usable for either 10 Gb Ethernet/FCoE or 4/8 Gb Fibre
Channel.

For switch management, access can be provided through the following connections:

» A SSHv2/Telnet connection to the embedded command-line interface (CLI)
» A terminal emulation program connection to the serial port interface
» A Web browser-based interface (https/http) connection to the switch

1.5.2 IBM Flex System Fabric EN4093 and EN4093R 10 Gb Scalable Switch

The IBM Flex System Fabric EN4093 and EN4093R 10 Gb Scalable Switches are 10 Gb
64-port upgradable midrange to high-end switch module, offering Layer 2/3 switching
designed to install within the I/O module bays of the Enterprise Chassis. The switch has the
following features:

» Up to 42 internal 10 Gb ports

» Up to 14 external 10 Gb uplink ports (SFP+ connectors)
» Up to 2 external 40 Gb uplink ports (QSFP+ connectors)
The switch is considered particularly suited for these needs:
» Building a 10 Gb infrastructure

» Implementing a virtualized environment

» Investment protection for 40 Gb uplinks

» TCO reduction, improving performance, while maintaining high levels of availability and
security

» Oversubscription avoidance (traffic from multiple internal ports attempting to pass through
a lower quantity of external ports, leading to congestion and performance impact)
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The rear of the switch has 14 SPF+ module ports and 2QSFP+ module ports. The QSFP+
ports can be used to provide either two 40 Gb uplinks or eight 10 Gb ports, using one of the
supported QSFP+ to 4x 10 Gb SFP+ cables. This cable splits a single 40 Gb QSPFP port into
4 SFP+ 10 Gb ports.

For management of the switch, a mini USB port and also an Ethernet management port are
provided.

IBM Flex System Fabric EN4093R: IBM Flex System Fabric EN4093R’s stacking
capabilities simplify management for clients by stacking up to eight switches that share one
IP address and one management interface. Support for Switch Partition (SPAR) allows
clients to virtualize the switch with partitions that isolate communications for multitenancy
environments.

For more information about the IBM Flex System Fabric EN4093 and EN4093R 10 Gb
Scalable Switches, see IBM Flex System Fabric EN4093 and EN4093R 10Gb Scalable
Switches, TIPS0864.

1.5.3 IBM Flex System EN4091 10 Gb Ethernet Pass-thru

The EN4091 10Gb Ethernet Pass-thru module offers a 1 for 1 connection between a single
node bay and an I/O module uplink. It has no management interface and can support both

1 Gb and 10 Gb dual-port adapters installed in the compute nodes. If quad-port adapters are
installed in the compute nodes, only the first two ports will have access to the pass-thru
module’s ports.

The necessary 1 GbE or 10 GbE module (SFP, SFP+ or DAC) must also be installed in the
external ports of the pass-thru, to support the speed wanted (1 Gb or 10 Gb) and medium
(fiber optic or copper) for adapter ports on the compute nodes.

Four-port adapters: The EN4091 10 Gb Ethernet Pass-thru has only 14 internal ports. As a
result, only two ports on each compute node are enabled, one for each of two pass-thru
modules installed in the chassis. If four-port adapters are installed in the compute nodes,
ports 3 and 4 on those adapters are not enabled.

For more information about the IBM Flex System EN4091 10 Gb Ethernet Pass-thru, see IBM
Flex System EN4091 10Gb Ethernet Pass-thru Module, TIPS0865.

1.5.4 IBM Flex System EN2092 1 Gb Ethernet Scalable Switch

The EN2092 1 Gb Ethernet Switch provides support for L2/L3 switching and routing. The
switch has:

» Up to 28 internal 1 Gb ports
» Up to 20 external 1 Gb ports (RJ45 connectors)
» Up to 4 external 10 Gb uplink ports (SFP+ connectors)

The switch comes standard with 14 internal and 10 external Gigabit Ethernet ports enabled.
Further ports can be enabled, including the four external 10 Gb uplink ports.

For more information about the IBM Flex System EN2092 1 Gb Ethernet Scalable Switch, see
IBM Flex System EN2092 1Gb Ethernet Scalable Switch, TIPS0861.
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1.5.5 IBM Flex System FC5022 16 Gb SAN Scalable Switch

The IBM Flex System FC5022 16 Gb SAN Scalable Switch is a high-density, 48-port 16 Gbps
Fibre Channel switch that is used in the Enterprise Chassis. The switch provides 28 internal
ports to compute nodes by way of the midplane, and 20 external SFP+ ports. These SAN
switch modules deliver an embedded option for IBM Flex System users deploying storage
area networks in their enterprise. They offer end-to-end 16 Gb and 8 Gb connectivity.

The N_Port Virtualization mode streamlines the infrastructure by reducing the number of
domains to manage while enabling the ability to add or move servers without impact to the
SAN. Monitoring is simplified by an integrated management appliance, or clients using
end-to-end Brocade SAN can leverage the Brocade management tools.

Two versions are available, a 12-port switch module and a 24-port switch with the Enterprise
Switch Bundle (ESB) software. The port count can be applied to internal or external ports
using a a feature called Dynamic Ports on Demand (DPOD).

With DPOD, ports are licensed as they come online. With the FC5022 16Gb SAN Scalable
Switch, the first 12 ports reporting (on a first-come, first-served basis) on boot-up are
assigned licenses. These 12 ports can be any combination of external or internal Fibre
Channel (FC) ports. After all licenses have been assigned, you can manually move those
licenses from one port to another. As it is dynamic, no defined ports are reserved except ports
0 and 29. The FC5022 16Gb ESB Switch has the same behavior, the only difference is the
number of ports.

For more information about the IBM Flex System FC5022 16 Gb SAN Scalable Switch, see
IBM Flex System FC5022 16Gb SAN Scalable Switches, TIPS0870.

1.5.6 IBM Flex System FC3171 8 Gb SAN Switch

The IBM Flex System FC3171 8 Gb SAN Switch is a full-fabric Fibre Channel switch module
that can be converted to a pass-thru module when configured in transparent mode. It can be
done using the switch GUI or CLI and then the Module can be converted back to a full
function SAN switch at some future date. The switch requires a reset when turning
transparent mode on or off.

The 1/0 module has 14 internal ports and 6 external ports. All ports are licensed on the switch
as there are no port licensing requirements.

On this switch, when in Full Fabric mode, access to all of the Fibre Channel Security features
is provided. Security includes additional services available, such as Secure Socket Layer
(SSL) and Secure Shell (SSH). In addition, RADIUS servers can be used for device and user
authentication. After SSL/SSH is enabled, then the Security features are available to be
configured. This allows the SAN administrator to configure which devices are allowed to login
to the Full Fabric Switch module, by creating security sets with security groups. They are
configured on a per switch basis. The security features are not available when in pass-thru
mode.
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The switch can be configured either by command line or by QuickTools:

» Command Line: Access the switch by the console port through the IBM Flex System
Chassis Management Module or through the Ethernet Port. This method requires a basic
understanding of the CLI commands.

» QuickTools: Requires a current version of the JRE on your workstation before pointing a
web browser to the switch’s IP address. The IP Address of the switch must be configured.
QuickTools does not require a license and code is included.

For more information about the IBM Flex System FC3171 8 Gb SAN Switch, see IBM Flex
System FC3171 8Gb SAN Switch and Pass-thru, TIPS0866.

1.5.7 IBM Flex System FC3171 8 Gb SAN Pass-thru

The IBM Flex System FC3171 8 Gb SAN Pass-thru I/O module is an 8 Gbps Fibre Channel
pass-thru SAN module that has 14 internal ports and six external ports. It is shipped with all
ports enabled.

Tip: If there is a potential future requirement to enable full fabric capability, then this switch
should not be purchased and instead the FC3171 8Gb SAN Switch should be considered.

The FC3171 8 Gb SAN Pass-thru can be configured using either command line or
QuickTools.

» Command Line: Access the module by the console port through the IBM Flex System
Chassis Management Module or through the Ethernet Port. This method requires a basic
understanding of the CLI commands.

» QuickTools: Requires a current version of the JRE on your workstation before pointing a
web browser to the modules IP address. The IP Address of the module must be
configured. QuickTools does not require a license and code is included.

For more information about the IBM Flex System FC3171 8 Gb SAN Pass-thru, see IBM Flex
System FC3171 8Gb SAN Switch and Pass-thru, TIPS0866.

1.5.8 IBM Flex System IB6131 InfiniBand Switch

The IBM Flex System IB6131 InfiniBand Switch is a 32 port InfiniBand switch. It has 18
FDR/QDR (56/40 Gbps) external ports and 14 FDR/QDR (56/40 Gbps) internal ports for
connections to nodes. This switch ships standard with QDR and can be upgraded to FDR.

Running the MLNX-OS, this switch has one external 1 Gb management port and a mini USB
Serial port for updating software and debug use, along with InfiniBand internal and external
ports.

The switch has fourteen internal QDR links and eighteen CX4 uplink ports. All ports are
enabled. The switch can be upgraded to FDR speed (56 Gbps) by the Feature On Demand
(FOD) process.

Note: InfiniBand is not a supported protocol for IBM Flex System V7000 Storage Node nor
IBM Storwize V7000.

For more information about the IBM Flex System I1B6131 InfiniBand Switch, see IBM Flex
System IB6131 InfiniBand Switch, TIPS0871.
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1.6 Introduction to IBM Flex System storage

Either the IBM Storwize V7000 or IBM Flex System V7000 Storage Node is an integrated part
of the IBM PureFlex System, depending on the model. Figure 1-15 shows an IBM Flex
System V7000 Storage Node, where the left controller, called a cannister, is taken out. For the
IBM Storwize V7000 products, the cannisters mount from the rear, whereas in IBM Flex
System V7000 Storage Node, the controllers mount from the front.

Figure 1-15 IBM Flex System V7000 Storage Node

The IBM Storwize V7000 product is described in detail in the Implementing the IBM Storwize
V7000 V6.3, SG24-7938.

For more information about IBM Flex System V7000 Storage Node, see Chapter 2,
“Introduction to IBM Flex System V7000 Storage Node” on page 37.

1.6.1 IBM Storwize V7000 and IBM Flex System V7000 Storage Node

IBM Storwize V7000 and IBM Flex System V7000 Storage Node are virtualized storage
systems designed to complement virtualized server environments. They provide unmatched
performance, availability, advanced functions, and highly scalable capacity. IBM Storwize
V7000 and IBM Flex System V7000 Storage Node are powerful disk systems that have been
designed to be easy to use and enable rapid deployment without additional resources.

IBM Storwize V7000 and IBM Flex System V7000 Storage Node support block workloads,
whereas Storwize V7000 Unified (not covered in this book) consolidates block and file
workloads into a single storage system for simplicity of management and reduced cost.

IBM Storwize V7000 and IBM Flex System V7000 Storage Node offer greater efficiency and
flexibility through built-in solid state drive (SSD) optimization and thin provisioning
technologies. IBM Storwize V7000 and IBM Flex System V7000 Storage Node advanced
functions also enable non-disruptive migration of data from existing storage, simplifying
implementation and minimizing disruption to users. Finally, these systems also enable you to
virtualize and reuse existing disk systems, supporting a greater potential return on investment
(ROI).
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IBM Flex System V7000 Storage Node is designed to integrate into the IBM PureFlex System
or IBM Flex System to enable extremely rapid storage deployment and breakthrough
management simplicity. This new class of storage system combines no-compromise design
along with virtualization, efficiency, and performance capabilities of IBM Storwize V7000. It
helps simplify and speed PureFlex System and IBM Flex System infrastructure deployment
with superior server and storage management integration to automate and streamline
provisioning and to help organizations achieve greater responsiveness to business needs
while reducing costs.

For more information about IBM Real-time Compression in relation to IBM SAN Volume
Controller and IBM Storwize V7000, see Real-time Compression in SAN Volume Controller
and Storwize V7000, REDP-4859.

Highlights

Here are the highlights of IBM Storwize V7000 and IBM Flex System V7000 Storage Node:
» Delivers sophisticated enterprise-class storage function for businesses of all sizes

» Supports your growing business requirements while controlling costs

» Provides up to 200 percent performance improvement with automatic migration to
high-performing Solid State Drives

» IBM Storwize V7000 and IBM Flex System V7000 Storage Node enable storing up to five
times as much active data in the same physical disk space using IBM Real-time
Compression’

» Enables near-continuous availability of applications through dynamic migration
» Supports faster and more efficient data copies for online backup, testing or data mining

» Offers flexible server and storage management with easy to use GUI for block and file
storage management

IBM Storwize V7000 and IBM Flex System V7000 Storage Node are powerful block storage
systems that combine hardware and software components to provide a single point of control
to help support improved storage efficiency. By enabling virtualization, consolidation, and
tiering in business of all sizes, it is designed to improve application availability and resource
utilization. The system offers easy-to-use, efficient, and cost-effective management
capabilities for both new and existing storage resources in your IT infrastructure.

Enhancing access with Easy Tier

IBM Easy Tier® provides automatic migration of frequently accessed data to high performing
Solid State Drives (SSDs), enhancing usage efficiencies. Operating at a fine granularity, the
Easy Tier function automatically repositions pieces of the data to the appropriate class of
drives based on I/O patterns and drive characteristics with no further administrative
interaction.

Easy Tier makes it easy and economical to deploy SSDs in your environment. A hybrid pool
of storage capacity is created containing two tiers: SSD and Hard Disk Drive (HDD). The
busiest portions of volumes are identified and automatically relocated to high-performance
SSDs. Remaining data can take advantage of higher capacity, price-optimized drives for the
best customer value. Volumes in an SSD-managed or HDD-managed disk group are
monitored and can be managed automatically or manually by moving hot extents to SSD and
cold extents to HDD.

' IBM lab measurements
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With an online database workload, Easy Tier improved throughput up to 200 percent and
reduced transaction response time by up to 30 percent compared to a configuration using
only HDD.'

Extraordinary storage efficiency

IBM Storwize V7000 and IBM Flex System V7000 Storage Node combine a variety of IBM
technologies including thin provisioning, automated tiering, storage virtualization, Real-time
Compression, clustering, replication, multi-protocol support, and a next-generation graphical
user interface (GUI). Together, these technologies enable IBM Storwize V7000 and IBM Flex
System V7000 Storage Node to deliver extraordinary levels of storage efficiency.

Newest of these technologies is IBM Real-time Compression, which is designed to improve
efficiency by compressing data as much as 80 percent, enabling you to store up to five times
as much data in the same physical disk space. Unlike other approaches to compression, IBM
Real-time Compression is designed to be used with active primary data such as production
databases and e-mail applications, which dramatically expands the range of candidate data
that can benefit from compression. As its name implies, IBM Real-time Compression
operates in real time, meaning that host write is compressed as it passes through the
compression software that is part of the SVC and IBM Flex System V7000 software stack
before it is written to disk, so no space is wasted storing uncompressed data awaiting
post-processing.

The benefits of using IBM Real-time Compression together with other efficiency technologies
are very significant and include reduced acquisition cost (because less hardware is required),
reduced rack space, and lower power and cooling costs throughout the lifetime of the system.
When combined with external storage virtualization, IBM Real-time Compression can
significantly enhance the usable capacity of your existing storage systems, extending their
useful life even further.

IBM Real-time Compression is available for IBM Storwize V7000 and IBM Flex System V7000
Storage Node.

Avoiding disruptions with dynamic migration

IBM Storwize V7000 and IBM Flex System V7000 Storage Node use virtualization technology
to help insulate host applications from physical storage changes. This ability can help enable
applications to run without disruption while you make changes to your storage infrastructure.
Your applications keep running so you can stay open for business.

Moving data is one of the most common causes of planned downtime. IBM Storwize V7000
and IBM Flex System V7000 Storage Node include a dynamic data migration function that is
designed to move data from existing block storage into the new system or between arrays in a
IBM Storwize V7000 and IBM Flex System V7000 Storage Node, while maintaining access to
the data. The data migration function might be used, for example, when replacing older
storage with newer storage, as part of load balancing work or when moving data in a tiered
storage infrastructure.

Using the dynamic migration capabilities can provide efficiency and business value. Dynamic
migration can speed time-to-value from weeks or months to days, minimize downtime for
migration, eliminate the cost of add-on migration tools, and can help avoid penalties and
additional maintenance charges for lease extensions. The result can be real cost savings to
your business.

IBM Flex System V7000 Storage Node Introduction and Implementation Guide



Foundation for cloud deployments

Improving efficiency and delivering a flexible, responsive IT infrastructure are essential
requirements for any cloud deployment. Key technologies for delivering this infrastructure
include virtualization, consolidation, and automation.

With their virtualized storage design and tight affinity with technologies such as IBM PowerVM
and VMware, IBM Storwize V7000, IBM Flex System V7000 Storage Node, and IBM Storwize
V7000 Unified are the ideal complement for virtualized servers that are at the heart of cloud
deployments.

IBM Storwize V7000 and IBM Flex System V7000 Storage Node help enable consolidation of
multiple storage systems for greater efficiency. With IBM Storwize V7000 and IBM Flex
System V7000 Storage Node, clustered systems drive the value of consolidation much
further, and IBM Real-time Compression improves the cost effectiveness even more.
Automated tiering technologies such as Easy Tier, IBM Active Cloud Engine™, and Tivoli
software help make the best use of the storage resources available.

Protecting data with replication services

IBM Storwize V7000 and IBM Flex System V7000 Storage Node support block data, while
Storwize V7000 Unified supports both file and block data in the same system with replication
functions optimized for the specific needs of each type of data.

Integrated management

IBM Storwize V7000 and IBM Flex System V7000 Storage Node provide a tiered approach to
management designed to meet the diverse needs of different organizations. The systems’
management interface is designed to give administrators intuitive control of these systems
and provides a single integrated approach for managing both block and file storage
requirements in the same system.

For organizations looking to manage both physical and virtual server infrastructures and the
storage they consume (including provisioning and monitoring for higher availability,
operational efficiency and infrastructure planning), IBM Storwize V7000, IBM Flex System
V7000 Storage Node are integrated with IBM Systems Director Storage Control and IBM Flex
System Manager™. A single administrator can manage and operate IBM servers

(IBM System x, IBM Power Systems, IBM BladeCenter®, and IBM PureFlex System) along
with networking infrastructure and IBM storage from a single management panel.

High-performance SSD support

For applications that demand high disk speed and quick access to data, IBM provides support
for SSDs in 200 and 400 GB 2.5-inch E-MLC (enterprise-grade multilevel cell) capacity. For
ultra-high-performance requirements, IBM Storwize V7000 and IBM Flex System V7000
Storage Node can be configured with only SSDs for up to 96 TB of physical capacity in a
single system (384 TB in a clustered system), enabling scale-out high performance SSD
support.

External storage virtualization

External storage virtualization is the ability of IBM Storwize V7000 and IBM Flex System
V7000 Storage Node to manage capacity in other disk systems. When IBM Storwize V7000
and IBM Flex System V7000 Storage Node virtualize a disk system, its capacity becomes
part of the IBM Storwize V7000 and IBM Flex System V7000 Storage Node systems and is
managed in the same way as capacity on internal drives. Capacity in external disk systems
inherits all the functional richness and ease-of-use of IBM Storwize V7000 and IBM Flex
System V7000 Storage Node including advanced replication, thin provisioning, Real-time
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Compression, and Easy Tier. Virtualizing external storage helps improve administrator
productivity and boost storage utilization while also enhancing and extending the value of an
existing storage asset.

External storage virtualization: This function is only supported over FC or FCoE
interface at this time. ISCSI is not supported for this function.

For more information about External storage virtualization, see Chapter 7, “Storage Migration
Wizard” on page 283.

1.6.2 Benefits and value proposition

With IBM Storwize V7000 and IBM Flex System V7000 Storage Node, you get the following
benefits:

»

Simplified management and intuitive Graphical User Interface (GUI) aid in rapid
implementation and deployment.

Virtualization of existing storage infrastructure improves administrator productivity.

You can improve space utilization up to 33 - 50 percent and up to 75 percent less capacity
needed with IBM FlashCopy® snapshots.

With IBM Storwize V7000 and IBM Flex System V7000 Storage Node IBM Real-time
Compression is designed to improve efficiency by storing up to five times as much active
primary data in the same physical disk space. By significantly reducing storage
requirements, you can keep up to five times more information online, use the improved
efficiency to reduce storage costs, or achieve a combination of greater capacity and
reduced cost.

Storage performance is increased up to 200 percent using Easy Tier technology.

Dynamic migration helps decreasing migration times from weeks or months to days,
eliminate the cost of add-on migration tools and provides continuous availability of
applications by eliminating downtime.

Thin provisioning allows you to purchase only the disk capacity needed.

With IBM Storwize V7000 and IBM Flex System V7000 Storage Node, clustered systems
support the needs of growing business while enabling you to buy additional hardware only
as needed.

1.6.3 Data Protection features

The following Data Protection features are supported with With IBM Storwize V7000 and IBM
Flex System V7000 Storage Node:

»

Volume Mirroring allows a volume to remain online even when the storage pool backing it
becomes inaccessible. The mirror copy is local to the system.

Metro Mirror is a type of Remote Copy that creates a synchronous copy of data from a
master volume to an auxiliary volume. The mirror copy is placed on a remote system and
is an exact copy of the primary volume.

Global Mirror provides an asynchronous copy, which means that the secondary volume is
not an exact match of the primary volume at every point in time. The Global Mirror function
provides the same function as Metro Mirror Remote Copy without requiring the hosts to
wait for the full round-trip delay of the long-distance link. Like Metro Mirror, the mirror copy
is placed on a remote system.
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Mirroring limitations: Global (long distance of greater than 300 Km) mirroring is
supported only over an FC SAN infrastructure. Local Mirroring (less than 300 Km) is
supported over either an FC or FCoE/FC SAN infrastructure. Mirroring over iSCSI fabric
is not supported at this time. Consult System Storage Interoperability Center for
supported configurations.

» Remote replication functions create exact copies of your data at remote locations to help
you stay up and running in case of an emergency.

» FlashCopy and snapshot functions create instant copies of data to minimize data loss.

1.7 External storage

In addition to IBM Flex System V7000 Storage Node, the IBM Flex System Enterprise
Chassis offers several possibilities for integration into storage infrastructure, such as Fibre
Channel, iSCSI, and Converged Enhanced Ethernet.

There are several options for attaching external storage systems to Enterprise Chassis,
including these possibilities:

» Storage area networks (SANs) based on Fibre Channel technologies
» SANSs based on iSCSI
» Converged Networks based on 10 Gb Converged Enhanced Ethernet (CEE)

1.7.1 Storage products

Fibre Channel-based SANs are the most common and advanced design of external storage
infrastructure. They provide high levels of performance, availability, redundancy, and
scalability. However, the cost of implementing FC SANs will be higher in comparison with
CEE or iSCSI. The major components of almost every FC SAN include server’s HBAs, FC
switches, FC storage servers, FC tape devices, and optical cables for connecting these
devices to each other.

iISCSI-based SANs provide all the benefits of centralized shared storage in terms of storage
consolidation and adequate levels of performance, but use traditional IP-based Ethernet
networks instead of expensive optical cabling. iISCSI SANs consist of server hardware iSCSI
adapters or software iSCSI initiators, traditional network components such as switches,
routers, and so forth, and storage servers with an iSCSI interface, such as IBM System
Storage DS3500 or IBM N Series.

Converged Networks are capable of carrying both SAN and LAN types of traffic over the
same physical infrastructure. Such consolidation allows you to decrease costs and increase
efficiency in building, maintaining, operating, and managing of the networking infrastructure.

iISCSI, FC-based SANs, and Converged Networks can be used for diskless solutions to
provide greater levels of utilization, availability, and cost effectiveness.

At the time of writing, the following IBM System Storage products are supported with the
Enterprise Chassis:

IBM Storwize V7000

IBM Flex System V7000 Storage Node
IBM XIV® Storage System series

IBM System Storage DS8000® series

v

vYyy

Chapter 1. Introduction to IBM Flex Systems and IBM PureSystems offerings 35



IBM System Storage DS5000 series

IBM System Storage DS3000 series

IBM Storwize V3500

IBM Storwize V3700

IBM System Storage N series

IBM System Storage TS3500 Tape Library
IBM System Storage TS3310 Tape Library
IBM System Storage TS3100 Tape Library
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For the latest support matrices for storage products, see the storage vendors’ interoperability
guides. IBM storage products can be referenced in the IBM System Storage Interoperability
Center (SSIC):

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

For the purpose of this book, we limit the information to IBM Storwize V7000. For more
information about the other supported IBM System Storage products, see IBM PureFlex
System and IBM Flex System Products and Technology, SG24-7984.

1.7.2 IBM Storwize V7000

IBM Storwize V7000 is an innovative storage offering that delivers essential storage efficiency
technologies and exceptional ease of use and performance, all integrated into a compact,
modular design. IBM Flex System V7000 Storage Node architecture is the same as that of the
IBM Storwize V7000 and is managed from the IBM Flex System Chassis Management
Module or IBM Flex System Manager node. IBM Storwize V7000 is considered external
storage from a IBM PureFlex System perspective.

There are four levels of integration of Storwize V7000 with IBM Flex System as shown in
Table 1-3.

Table 1-3 Levels of integration

Level Integration
Starting Level IBM Flex System Single Point of Management
Higher Level » Data Center Management

» IBM Flex System Manager Storage Control

Detailed Level » Data Management
» Storwize V7000 Storage User GUI

Upgrade Level » Data Center Productivity

For further information about IBM Storwize V7000, see the Redbooks publication,
Implementing the IBM Storwize V7000 V6.3, SG24-7938, as well as the following website:

http://www.ibm.com/systems/storage/disk/storwize v7000/overview.html
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Introduction to IBM Flex System
V7000 Storage Node

This chapter introduces IBM Flex System V7000 Storage Node and the enclosures and
capabilities on which it is based. We describe in detail the controller and the expansion
enclosures that make up the hardware of IBM Flex System V7000 Storage Node and point
out the differences between them. We present the concepts of virtualized storage and show
how it works with IBM Flex System V7000 Storage Node, as well as briefly describing the
many software features and capabilities that are available with this environment.
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2.1 IBM Flex System V7000 Storage Node overview

When virtualizing external storage arrays, IBM Flex System V7000 Storage Node can provide
up to 32 PB of usable capacity. IBM Flex System V7000 Storage Node supports a range of
external disk systems similar to what the IBM Storwize V7000 system supports today. A
control enclosure contains two control canisters; an expansion enclosure contains two
expansion canisters. Both of these enclosures can contain up to 24 disk drives of the 2.5 inch
form factor.

IBM Flex System V7000 Storage Node is a modular storage system designed to fit into the
IBM Flex System Enterprise chassis. When purchased in the IBM PureFlex configurations,
IBM Flex System V7000 Storage Node is configured from the factory into the hardware
solution purchased. If, however, the configuration wanted is not offered in the predefined
offerings, then a “Build to Order” configuration is designed to meet your needs.

IBM Flex System V7000 Storage Node includes the capability to virtualize its own internal
storage in the same manner as the IBM Storwize V7000 does. IBM Flex System V7000
Storage Node is built upon the software base of the IBM Storwize V7000, which uses
technology from the IBM System Storage SAN Volume Controller (SVC) for virtualization and
the advanced functions of the IBM System Storage DS8000 family for its RAID configurations
of the internal disks, and the highly flexible graphical user interface (GUI) of the IBM XIV
Storage Subsystem for management.

IBM Flex System V7000 Storage Node provides a number of configuration options that are
aimed at simplifying the implementation process. It also includes automated instruction steps,
called Directed Maintenance Procedures (DMP), to assist in resolving any events that might
occur. IBM Flex System V7000 Storage Node is a clusterable, scalable, storage system, and
an external virtualization device.

IBM Flex System V7000 Storage Node is designed to be a scalable internal storage system to
support the compute nodes of the IBM Flex System environment. It will contain a control
enclosure that contains a pair of clustered node canisters and accommodates up to
twenty-four 2.5-inch disk drives within the enclosure. Each control enclosure can additionally
attach a maximum of two IBM Flex System V7000 Expansion Enclosures that can reside in
the IBM Flex System Enterprise chassis with it.

Optionally, up to nine IBM Storwize V7000 Expansion Enclosures can be installed externally.
However, a total of no more than nine expansion enclosures using either IBM Flex System
V7000 internal Expansion Enclosures (maximum 2), IBM Storwize V7000 external Expansion
Enclosures (maximum 9), or any combination thereof, are supported.

Note: Maximum capacity can be reached by either raw capacity or total number of drives:

1. With the configuration of a single IBM Flex System V7000 Control Enclosure using
twenty-four 1 TB 2.5" disks attached to nine external IBM Storwize V7000 Expansion
enclosures (2076-212); with twelve 3 TB 3.5" SAS Nearline drives installed in each
2076-212, the system can manage a raw capacity of almost 353 TB.

2. The control enclosure can support the addition of up to nine IBM Storwize V7000
expansion enclosures connected externally. The additional expansions allow for a total
of 240 disk drives; or for a maximum raw capacity of 288 TB supported per control
enclosure each with 24 drive expansion enclosures (2076-224) with 1.2 TB drives.

3. IBM Flex System V7000 Storage Node can contain up to four control enclosures in a
cluster configuration, each supporting the full configuration described, resulting in a
maximum total raw capacity of 1412 TB.
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Figure 2-1 shows a representation of the IBM virtual storage environment.
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Figure 2-1 IBM virtual storage environment
2.2 IBM Flex System V7000 Storage Node terminology

IBM Flex System V7000 Storage Node introduces some new terminology, which is defined in
Table 2-1. We also include the terms first introduced with the IBM SVC and the IBM Storwize
V7000, which are important in order to understand the rest of the implementation procedures
described in this publication.

Table 2-1 IBM Flex System V7000 Storage Node terminology
IBM Flex System

V7000 Storage Definition
Node term
Chain The SAS2 connections by which expansion enclosures are attached which

provides redundant access to the drives that are inside the enclosures. Each
IBM Flex System V7000 Storage Node control canister has one chain

connection.

Clone A copy of a volume on a server at a particular point in time. The contents of
the copy can be customized while the contents of the original volume are
preserved.

Control canister A hardware unit that includes all the management and control hardware,

fabric and service interfaces, and the SAS2 expansion port.

Control enclosure A hardware unit chassis that inserts into the IBM Flex System that includes
control canisters including backup batteries, and 24 drive slots. It is the initial
building block for IBM Flex System V7000 Storage Node.

Event An occurrence that is significant to a task or system. Events can include
completion or failure of an operation, a user action, or the change in the state
of a process.
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IBM Flex System
V7000 Storage
Node term

Definition

Expansion canister

A hardware unit that includes the serial-attached SCSI (SAS2) interface
hardware that enables the control enclosure to use the drives of the
expansion enclosure as well as other expansions to be daisy-chained on
behind it.

Expansion enclosure

A hardware unit chassis that inserts into the IBM Flex System that includes
expansion canisters, and 24 drive slots used for connecting additional internal
capacity to the IBM Flex System V7000 Storage Control Enclosure.

External V7000
expansion

A 2076-212 or 2076-224 IBM Storwize V7000 expansion that is connected to
the IBM Flex System V7000 Storage Control Enclosure by the SAS2 chain to
provide additional storage capacity which resides outside of the IBM Flex
System.

External Virtualized
storage

Managed disks (MDisks) that are presented as logical drives by external
storage systems that are to be attached to IBM Flex System V7000 Storage
Node for additional virtual capacity.

Host mapping

The process of controlling which hosts have access to specific volumes within
a clustered system.

Internal storage

The storage that resides in the control and expansion enclosures or the IBM
Storwize V7000 expansions connected through the SAS2 chain that make up
IBM Flex System V7000 Storage Node.

Lane

The name given for a single 6Gbps SAS2 PHY (channel). There are four
lanes (PHY) that make up each SAS2 chain.

Managed disk
(MDisk)

A component of a storage pool that is managed by a clustered system. An
MDisk is either a RAID array created using the internal storage, or a Small
Computer System Interface (SCSI) logical unit (LU) for external storage being
virtualized. An MDisk is not visible to a host system on the storage area
network.

PHY

A term used to define a single 6Gbps SAS lane. There are four PHYs in each
SAS cable.

Quorum disk

A disk that contains a reserved area that is used exclusively for cluster
management. The quorum disk is accessed when it is necessary to
determine which half of the cluster continues to read and write data. Quorum
disks can either be on an MDisks or internal drives.

Snapshot

An image backup type that consists of a point-in-time view of a volume.

Storage pool

A collection of storage capacity on mdisks that can be used to provide the
capacity requirements for a volume.

Strand

The serial-attached SCSI (SAS) connectivity of a set of drives within multiple
enclosures. The enclosures can be either the IBM Flex System V7000
Storage control enclosures or expansion enclosures, or the IBM Storwize
V7000 expansion enclosures.

Thin provisioning or
Thin provisioned

The ability to define a storage unit (full system, storage pool, or volume) with
a logical capacity size that is larger than the physical capacity assigned to that
storage unit.

Volume

As used with IBM Flex System V7000 Storage Node environments, it is the
virtually defined device created for use by the host or IBM Flex System V7000
Storage Node cluster to store 1/O data.
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2.3 IBM Flex System V7000 Storage Node

IBM Flex System V7000 Storage Node is based on two enclosure types; the IBM Flex System
V7000 Control Enclosure and the IBM Flex System V7000 Expansion Enclosure. Both of
these enclosures reside in a newly designed common chassis that fits into the IBM Flex
System Enterprise chassis. This new enclosure requires a space equal to two high and
double wide slots to be available for each internal enclosure. Figure 2-2 shows an IBM Flex
System V7000 Storage Node that has been built with a control enclosure and one expansion
enclosure.

o

|

ons

Figure 2-2 IBM Flex System V7000 Storage Node

Both the control and expansion enclosures connect to the Flex System Enterprise chassis
through the midplane interconnect for their power and internal control connections. The
control enclosure (A) also connects to the IBM Flex System I/O modules and switches for
host 1/0 and replication features through this midplane. The control enclosure also houses a
pair of redundant control canisters along with their cache batteries for backup.

The expansion enclosure (B) uses the Serial Attached SCSI (SAS2) 6 Gbps chain connection
on the front of the control and expansion canisters (C) for connecting the chain together for
drive 1/0 and expansion control operations. The expansion enclosure houses a pair of
expansion canisters instead of the control canisters through which it connects and manages
the SAS chain connections to its disk drives. It also has a second SAS2 port through which it
provides a connection for continuing the chain to additional expansions behind it.

IBM Flex System V7000 Storage Node is mainly intended to be a scalable, internal storage
system, to support the internal compute nodes of the IBM Flex System. When needed, it can
be expanded in its capacity by attaching external IBM Storwize V7000 expansion enclosures
to its SAS2 chain. Both the 2076-212 and the 2076-224 model of the Storwize V7000
expansions are supported.
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The control enclosure can support a combination of up to nine expansion enclosures using a
combination of internal IBM Flex System V7000 Expansion Enclosures (maximum 2) and
external IBM Storwize V7000 Expansion Enclosures (maximum 9) connected through the
SAS2 connection on each of the control canisters. With the additional expansions, it is
capable of up to 240 disk drives; or a maximum capacity of 348 TB per control enclosure.

2.3.1 IBM Flex System V7000 Storage Node releases

There are several software upgrade versions available since the IBM Flex System V7000
Storage Node was first introduced.

Concurrent compatibility between software releases

Table 2-2 shows the concurrent compatibility tables that illustrate the upgrade code levels
available for IBM Flex System V7000 Storage Node.

Note: The latest upgrade package available, including any recent enhancements and
improvements, can be found at the following website:

http://www.ibm.com/support/docview.wss?uid=ssg1S4001072

Table 2-2 Concurrent compatibility table

Current code stream Upgrade to Release update

and build level 7.1.x

6.4.1.2 Supported This is the initial product General Availability (GA)
(75.0.1211301000) release

6.4.1.3 Supported This maintenance release includes the following fixes:
(75.2.1302012000) » High mportance fixes,

» Critical fixes,
» Suggested fixes

6.4.1.4 Supported This release includes the following fixes:
(75.3.1303080000) » High mportance fixes,

» Critical fixes,

» Suggested fixes

2.3.2 IBM Flex System V7000 Storage Node capabilities

Various new scalability enhancements are included in IBM Flex System V7000 Storage Node
releases when they become available. These enhancements allow the Storwize Software
family to handle larger configurations, with more hosts using more volumes with more virtual
machines:

Table 2-3 shows that the maximum number of hosts, LUNs, and WWPNs have been
increased for version 7.1.x or later to enhance the scalability of IBM Flex System V7000
Storage Node and meet high demand customer environments.
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Table 2-3 Version 7.1.x enhancements

New enhancements Details

Increased hosts Increased number of host objects per I/O group from 256 to 512, and per
cluster limit from 1024 to 2048.

Note: The increased host objects can be used for FC and FCoE attached
hosts only. Any host type is subject to limit restrictions for that host type.
such as iSCSI names/IQNs (iISCSI Qualified Names).

Increased LUNs Increased LUNSs per host from 512 to 2048 and is available to any FC and
FCoE host attachment types (subject to host limitations), not for iISCSI.

Note: There is no change in the overall host-vdisk mapping limit per
cluster (currently 20,000).

Increased host Increased number of host WWPNs per I/O group/cluster to 2048/8192.
WWPNs
Note: Current limits are 512/2048 per iogrp/cluster (generally available)
and 2048/8192 per cluster (RPQ required).

This increase would apply equally to native FC and FCoE WWPNs

For a complete and updated list of IBM Flex System V7000 Storage Node configuration limits
and restrictions, see the following website:

http://www.ibm.com/support/docview.wss?uid=ssg151004369

2.3.3 IBM Flex System V7000 Storage Node functions

The following functions are available with IBM Flex System V7000 Storage Node:
» Thin provisioning (included with the base IBM Flex System V7000 Storage Node license):

Traditional fully allocated volumes allocate real physical disk capacity for an entire volume
even if that capacity is never used. Thin-provisioned volumes allocate real physical disk
capacity only when data is written to the logical volume.

» Volume mirroring (included with the base IBM Flex System V7000 Storage Node license):

Provides a single volume image to the attached host systems while maintaining pointers to
two copies of data in separate storage pools. Copies can be on separate disk storage
systems that are being virtualized. If one copy is failing, IBM Flex System V7000 Storage
Node provides continuous data access by redirecting I/O to the remaining copy. When the
copy becomes available, automatic re-synchronization occurs.

» FlashCopy (included with the base IBM Flex System V7000 Storage Node license):

Provides a volume level point-in-time copy function for any storage being virtualized by
IBM Flex System V7000 Storage Node. This function is designed to create copies for
backup, parallel processing, testing, and development, and have the copies available
almost immediately.

IBM Flex System V7000 Storage Node includes the following FlashCopy functions:
— Full / Incremental copy:

This function copies only the changes from either the source or target data since the
last FlashCopy operation and is designed to enable completion of point-in-time online
backups much more quickly than using traditional FlashCopy.
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— Multitarget FlashCopy:

IBM Flex System V7000 Storage Node supports copying of up to 256 target volumes
from a single source volume. Each copy is managed by a unique mapping and, in
general, each mapping acts independently and is not affected by other mappings
sharing the source volume.

— Cascaded FlashCopy:

This function is used to create copies of copies and supports full, incremental, or
nocopy operations.

— Reverse FlashCopy:

This function allows data from an earlier point-in-time copy to be restored with minimal
disruption to the host.

— FlashCopy nocopy with thin provisioning:

This function provides a combination of using thin-provisioned volumes and FlashCopy
together to help reduce disk space requirements when making copies. There are two
variations of this option:

e Space-efficient source and target with background copy:
Copies only the allocated space.
* Space-efficient target with no background copy:

Copies only the space used for changes between the source and target and is
generally referred to as “snapshots”.

This function can be used with multi-target, cascaded, and incremental FlashCopy.
— Consistency groups:

Consistency groups address the issue where application data is on multiple volumes.
By placing the FlashCopy relationships into a consistency group, commands can be
issued against all of the volumes in the group. This action enables a consistent
point-in-time copy of all of the data, even though it might be on a physically

separate volume.

FlashCopy mappings can be members of a consistency group, or they can be operated
in a stand-alone manner, that is, not as part of a consistency group. FlashCopy
commands can be issued to a FlashCopy consistency group, which affects all
FlashCopy mappings in the consistency group, or to a single FlashCopy mapping if it is
not part of a defined FlashCopy consistency group.

» Remote Copy feature:

Remote Copy is an optional licensed feature that is based on the number of enclosures
that are being used at the configuration location. See “Remote Copy (Advanced Copy
Services: Metro Mirror / Global Mirror)” on page 48 for licensing details. Remote Copy
provides for the capability to perform either Metro mirror or Global Mirror operations:

— Metro Mirror:

Provides a synchronous remote mirroring function up to approximately 300 km
between sites. As the host I/O only completes after the data is cached at both
locations, performance requirements might limit the practical distance. Metro Mirror is
designed to provide fully synchronized copies at both sites with zero data loss after the
initial copy is completed.

Metro Mirror can operate between multiple IBM Flex System V7000 Storage Node
systems and is only supported on either FC or FCoE host interfaces.
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— Global Mirror:

Provides long distance asynchronous remote mirroring function up to approximately
8,000 km between sites. With Global Mirror, the host I/O completes locally and the
changed data is sent to the remote site later. This function is designed to maintain a
consistent recoverable copy of data at the remote site, which lags behind the local site.

Global Mirror can operate between multiple IBM Flex System V7000 Storage Node
systems and is only supported on FC host interfaces.

If both clusters are running 7.1.x or later, customers will be able to change between Metro
Mirror and Global Mirror (with or without change volumes) without the need to
re-synchronize. However, the relationship or consistency group needs to be in the stopped
state before changing.

Note: If customers change from Global Mirror with change volumes to Metro Mirror,
then the Metro Mirror can still have a redundant change volume attached to it.

Data Migration (no licensing required for temporary usage):

With the benefit of external virtualization, IBM Flex System V7000 Storage Node allows
you to bring a system into your storage environment, and very quickly and easily migrate
data from existing storage systems to IBM Flex System V7000 Storage Node. For
licensing requirements, see “License requirements for migration” on page 50.

This function allows you to accomplish the following tasks:
— Move volumes non-disruptively onto a newly installed storage system
— Move volumes to rebalance a changed workload

— Migrate data from other back-end storage to IBM Flex System V7000 Storage Node
managed storage

IBM System Storage Easy Tier (license included on the base license for IBM Flex System
V7000 Storage Node):

Provides a mechanism to seamlessly migrate hot spots to the most appropriate tier within
the IBM Flex System V7000 Storage Node solution. This migration could be to internal
drives within IBM Flex System V7000 Storage Node or to external storage systems that
are virtualized by IBM Flex System V7000 Storage Node.

Note: The Easy Tier feature on compressed volumes previously was disabled, since
compression I/O looked random to Easy Tier; this prevented Easy Tier from detecting
hot extents correctly. EasyTier improvements are included in IBM Flex System V7000
Storage Node version 7.1.x or later to count only read 1/Os and not count write I/Os on
compressed volumes.

Workload still needs to be considered for suitability to Easy Tier. If possible, move
uncompressed vdisks to a separate pool.

Real-time Compression:

Provides for data compression using the IBM Random-Access Compression Engine
(RACE), which can be performed on a per volume basis in real time on active primary
workloads. Real-time Compression can provide as much as a 50% compression rate for
data that is not already compressed. It can help with reducing the amount of capacity
needed for storage which can help with delaying further growth purchases. Real-time
Compression supports all storage that is attached to IBM Flex System V7000 Storage
Node whether internal, external, or external virtualized storage.
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A compression evaluation tool called the IBM Comprestimator can be used to determine
the value of using compression on a specific workload for your environment. More details
can be found at the following website:

http://www-304.1bm.com/support/customercare/sas/f/comprestimator/home.html

There are compression performance enhancements included in IBM Flex System V7000
Storage Node version 7.1.x or later, which result in improvements on performance and
cache destage latency utilization. The most notable improvement is when the
compression software detects a block which is unlikely to achieve reasonable
compression ratio, it will write the block to the back-end storage without compressing it to
avoid unnecessary overhead.

» External Storage Virtualization (Licensed per enclosure of the external storage
subsystem):

With this feature, an external storage subsystem can be attached through the Fibre
Channel or by FCoE to IBM Flex System V7000 Storage Node. These devices cannot be
presented through an iSCSI connection. The devices presented are treated as mdisks and
can be mapped to storage pools for volume creation and management. After the storage
from the external system is integrated into IBM Flex System V7000 Storage Node and
added to a storage pool, it is available to be virtualized and used by any of the features
and functions of IBM Flex System V7000 Storage Node.

External virtualization: External Storage Virtualization is supported only on FC and
FCoE but not iSCSI.

2.4 IBM Flex System V7000 Storage Node licensing

IBM Flex System V7000 Storage Node has both optional and mandatory licenses.

2.4.1 Mandatory licensing

The following IBM Flex System V7000 Storage Node mandatory licenses are included.

Base Enclosure Licensing

Each IBM Flex System V7000 Control Enclosure and each IBM Flex System V7000 Disk
Expansion Enclosure uses the IBM Storwize Family Software for Flex System V7000. A
quantity of one IBM Storwize Family Software for Flex System V7000 license is required for
each enclosure, whether control or expansion enclosure.

For example, an IBM Flex System V7000 Storage Node order consisting of one control
enclosure and two IBM Flex System V7000 Disk Expansion enclosures requires three IBM
Storwize Family Software for Flex System V7000 licenses, one license for each enclosure.

IBM Storwize Family Software for IBM Flex System V7000 Storage Node includes the
following features and capabilities:

» Simplified management with an intuitive GUI to aid rapid implementation and deployment.
» Easy Tier technology for increased storage performance.

» FlashCopy and snapshot functions help to support the creation of instant copies of data to
help avoid data loss and improve space utilization.

» Thin provisioning to help capacity planning.
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» Dynamic migration to help speed data migrations from weeks or months to days,
eliminating the cost of add-on migration tools and providing continuous availability of
applications by eliminating downtime.

» Non-disruptive volume moves across clustered systems. Data mobility has been
enhanced with greater flexibility for non-disruptive volume moves. IBM Flex System V7000
Storage Node provides the ability to move volumes non-disruptively between the dual
controllers within one enclosure. IBM Flex System V7000 Storage Node supports moving
volumes anywhere within a clustered system without disruption of host access to storage.

» Four way clustering of Flex System V7000 control enclosures. IBM Flex System V7000
Storage Node provides increased scalability and performance with four-way clustered
systems. Flex System V7000 supports clustered systems with up to four control
enclosures, essentially quadrupling the maximum capacity and performance of a single
IBM Flex System V7000 Storage Node.

IBM Storwize Family Software for Storwize V7000 for use with Storwize V7000 External
Expansion Enclosures includes the following features and capabilities:

» When Storwize V7000 Expansion Enclosures are used as external expansions enclosures
with the Flex System V7000 Control Enclosure, each IBM Storwize V7000 Disk Expansion
Enclosure (2076-212/224) must have the IBM Storwize Family Software for Storwize
V7000 license. A quantity of one IBM Storwize Family Software for Storwize V7000 license
is required for each Storwize V7000 Expansion Enclosure.

» Consider an IBM Flex System V7000 Storage Node configuration comprised of one Flex
System V7000 Control Enclosure, one Flex System V7000 Disk Expansion Enclosure,
and three Storwize V7000 expansion enclosures (2076-212/224). This configuration would
require three IBM Storwize Family Software for Storwize V7000 licenses, one for each
enclosure, and two IBM Storwize Family Software for Flex System V7000.

2.4.2 Optional licensing

IBM Flex System V7000 Storage Node optional licenses are described next.

External Virtualization

Each IBM Flex System V7000 Storage Node Disk Control Enclosure has the ability to attach
and manage external storage devices on the SAN in the same way as the SAN Volume
Controller. To authorize use of this function, you must license the IBM Flex System V7000
Storage Node External Virtualization Software. You will need to license the number of storage
enclosures attached externally to IBM Flex System V7000 Node. IBM Flex System V7000
Control Enclosures and IBM Flex System V7000 Expansion Enclosures which are clustered
do not need to be included in this External Virtualization license. However, any IBM Flex
System V7000 Control Enclosures or Expansion Enclosures which are SAN attached and
virtualized are included in this license.

A storage enclosure externally managed by IBM Flex System V7000 Storage Node is defined
as an independently powered, channel-attached device that stores data on magnetic disks or
SSDs, such as disk controllers and their respective expansion units, each constituting
separate enclosures. Therefore, an enclosure can be either the main controller housing disk
(or SSD) drives or the expansion chassis that house additional disk (or SSD) drives for the
purpose of expanding the total capacity of the storage system. If there exists any confusion
for an external storage enclosure that does not conform to this definition, consult your IBM
sales representative for an equivalent measure based on a disk drive count.
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For example, adding a DS5020 consisting of three enclosures to an IBM Flex System V7000
Storage Node consisting of one control enclosure and one expansion enclosure, then you will
need one license with quantity of three enclosure authorization feature codes (one for each of
the DS5020 enclosures) of the IBM Flex System V7000 External Virtualization software.

Remote Copy (Advanced Copy Services: Metro Mirror / Global Mirror)
To authorize the use of Remote Copy capabilities of IBM Flex System V7000 Storage Node
where the primary and secondary systems have the same number of enclosures at each site,
you must purchase a license for IBM Flex System V7000 Remote Mirroring Software with the
quantity of licenses that matches the number of licensed enclosures managed by IBM Flex
System V7000 Storage Node, including each internal enclosure licensed with the IBM Flex
System V7000 Base Software, each attached Storwize V7000 expansion enclosure with the
Storwize V7000 Base Software, and each external enclosure licensed with the IBM Flex
System V7000 External Virtualization Software.

For example, if your primary system has a DS5020 consisting of three enclosures managed
by IBM Flex System V7000 Storage Node consisting of one control enclosure and one
expansion enclosure, and you have the same total count of enclosures at the secondary
system. Then, in order to authorize remote mirroring for the primary system, you will need to
license the IBM Flex System V7000 Remote Mirroring Software, with a quantity of five
enclosures. Assuming the matching secondary system is also a IBM Flex System V7000
Storage Node, you will need an additional five enclosure licenses for the secondary system,
for a total of 10 enclosure licenses.

For primary and secondary systems with differing numbers of enclosures using Remote
Mirroring, the number of licenses needed for each system is the number of enclosures on the
smaller of the two systems (see scenarios 1 and 2 next).

When multiple production systems replicate to a single disaster recovery system, the number
of licenses at the disaster recover system must equal the sum of the licenses at the
production systems (see scenario 3 next).

The following scenarios show examples of how to license Remote Mirroring Software under
these licensing rules.

Scenario 1: The primary system is a three-enclosure IBM Flex System V7000 Storage Node
with nothing externally virtualized, therefore it has three base enclosure licenses (IBM
Storwize Family Software for Flex System V7000). The secondary system is a two-enclosure
IBM Flex System V7000 Storage Node with nothing externally virtualized, therefore it has two
base enclosure (IBM Storwize Family Software for Flex System V7000) licenses. The Flex
System V7000 Remote Mirroring licensing would be as follows: two licenses for the primary
system plus two licenses for the secondary system, for a total of four licenses required.

Scenario 2: The primary system is a one-enclosure IBM Flex System V7000 Storage Node
managing a DS5020 consisting of three enclosures, therefore it has one base system license
(IBM Storwize Family Software for Flex System V7000) license plus three licenses for IBM
Flex System V7000 External Virtualization Software licenses. The secondary system is a
three-enclosure Flex System V7000 with nothing externally virtualized, therefore it has three
base system licenses (IBM Storwize Family Software for Flex System V7000) licenses. The
Flex System V7000 Remote Mirroring licensing would be as follows: three licenses for the
primary system plus three licenses for the secondary system, for a total of six licenses
required.
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Scenario 3: There are three primary systems replicating to a central disaster recovery
system. The three primary systems are as follows:

» Atwo-enclosure IBM Flex System V7000 Storage Node with nothing externally virtualized,
therefore it has two base system (IBM Storwize Family Software for Flex System V7000)
licenses.

» A one-enclosure Flex System V7000 managing a DS5020 consisting of three enclosures,
therefore it has one base system (IBM Storwize Family Software for Flex System V7000)
license plus three IBM Flex System V7000 External Virtualization Software licenses.

» A one-enclosure Flex System V7000 with nothing externally virtualized, therefore it has
one base system IBM Storwize Family Software for Flex System V7000 license.

The central disaster recovery system is a nine-enclosure Flex System V7000 with nothing
externally virtualized, therefore it has nine base system (IBM Storwize Family Software for
Flex System V7000) licenses.

The Flex System V7000 Remote Mirroring licensing would be as follows: a sum of seven
licenses for the primary systems plus seven licenses for the central disaster recovery system,
for a total of fourteen licenses required.

Real-time Compression

To authorize use of Real-time Compression capabilities of the IBM Flex System V7000, you
must purchase a license for IBM Flex System V7000 Storage Node.

Real-time Compression for each licensed enclosure managed by the IBM Flex System V7000
Storage Node, including each internal enclosure licensed with the IBM Flex System V7000
Base Software and each external enclosure licensed with the IBM Flex System V7000
External Virtualization Software.

For example, if you have IBM Flex System V7000 consisting of one control enclosure and one
expansion enclosures, managing a DS5020 consisting of four enclosures (four External
Virtualization licenses), in order to authorize Real-time Compression for this configuration,
you will need a license for the IBM Flex System V7000 Real-time Compression with a quantity
of six enclosure authorization features.
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Table 2-4 shows a summary of all the license options.

Table 2-4 Optional license summary

License type

Unit

License name

License required?

Enclosure

Base+expansion
Physical Enclosure
Number

IBM Storwize Family
Software for Flex
System V7000

Yes, software license
per enclosure.

External Virtualization

Physical Enclosure
Number Of External
Storage

IBM Flex System
V7000 External
Virtualization Software

Optional add-on
feature Yes, software
license per external
storage enclosure.

Remote Copy

See “Remote Copy
(Advanced Copy
Services: Metro Mirror
/ Global Mirror)” on
page 48

IBM Flex System
V7000 Remote
Mirroring Software

Optional add-on
feature Yes, software
license per enclosure.

Real-time
Compression

Physical Enclosure
Number

IBM Flex System
V7000 Real-time
Compression Software

Optional add-on
feature Yes, software
license per enclosure.

FlashCopy N/A N/A No
Volume Mirroring N/A N/A No
Thin Provisioning N/A N/A No
Volume Migration N/A N/A No
Easy Tier N/A N/A No

License requirements for migration

With the benefit of external virtualization, IBM Flex System V7000 Storage Node allows
customers to bring a system into their storage environment and very quickly and easily
migrate data from existing storage systems to IBM Flex System V7000 Storage Node.

In order to facilitate this migration, IBM allows customers 45 days from the date of purchase of
IBM Flex System V7000 Storage Node to use the external virtualization function for the
purpose of migrating data from an existing storage system to IBM Flex System V7000
Storage Node. Any use thereafter, and ongoing use of the external virtualization function of
IBM Flex System V7000 Storage Node, requires the purchase of a Flex System V7000
External Virtualization license at a quantity equal to the capacity managed under IBM Flex
System V7000 Storage Node.

Migrations performed at later points in time that are to completely replace other storage
systems with IBM Flex System V7000 Storage Node, thereby requiring temporary

virtualization of that external storage system to perform that replacement activity, are granted
a 45-day period for use of external virtualization without having to purchase a license to
complete such a migration effort.

You must make your sales representative aware of your intent and when you will be starting
this migration so that an end date can be tracked. It is your responsibility to ensure that they
are properly licensed for all external storage managed by IBM Flex System V7000 Storage
Node after those 45 days.
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2.5 IBM Flex System V7000 Storage Node hardware

The IBM Flex System V7000 Storage Node solution is a modular storage system that is built
to interface and reside within the IBM Flex System Enterprise Chassis. When sold in the IBM
PureFlex system, it will come with a four port FC host interface card (HIC) preinstalled in it
and configured to the FC switches in the Flex Enterprise Chassis. For the “Build to Order”
(BTO) solutions you can select the configuration of the interface capability you require for your
specific environment.

Host connectivity to compute nodes is provided through optional Flex System V7000 control
enclosure network cards that connect to the Flex System Enterprise Chassis midplane and its
switch modules. Available options are as follows:

» 10 Gb Converged Network Adapter (CNA) 2 Port Daughter Card for FCoE and iSCSI
fabric connections

» 8 Gb Fibre Channel (FC) 4 Port Daughter Card for Fibre Channel fabric connections.

The Flex System V7000 Storage Node has two available slots in each control canister for
populating with host network adapters. The adapters in each of the node canisters must be of
the same type in each of the slots; so the adapters are installed in pairs (one adapter per
node canister) and the following adapter configurations are supported for the entire Flex
System V7000 Storage Node:

» Two or four 10 Gb CNA network adapters
» Two 4-port 8 Gb FC network adapters
» Two 10 Gb CNA network adapters and two 4-port 8 Gb FC network adapters

The 2-port 10 Gb Ethernet network adapters (up to two per canister) are used for iISCSI host
attachment and/or FCoE attachment.

The configuration of the host attachments on one control canister must match the
configuration of the second.

There is a 6 Gbps SAS port on the front of the canister for connecting optional expansions
enclosures.

2.5.1 Control canister

The control canister is responsible for the management of all the virtualization, RAID
functions, advanced features and functions of IBM Flex System V7000 Storage Node and all
command and I/O to its internal drive slots and the expansions that it is connected to.

The control canister is a Customer Replaceable Unit (CRU). Figure 2-3 shows a picture of the
control canister with its cover removed.
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Figure 2-3 Components and board layout of the control canister

In Figure 2-3, the processor (A) is a quad core Jasper. There are also two DIMMs which make
up the cache memory and the battery backup unit (B) which beside the control canister is also
a Customer Replaceable Unit (CRU).

As described before, the two host network adapter card locations (C and D) can also be seen.
These provide the connections to the Flex System Enterprise Chassis through the midplane
and the switch modules. It is important to remember that both control canisters must be
populated with the same type of host network adapter cards in each of these locations.

Adapter locations: The first network adapter (slot1) location can only be populated by a
2-port 10 Gbps Ethernet CNA network adapter. The second location can be populated by
either a 2-port 10 Gbps Ethernet CNA network adapter or a 4 port 8 Gbps Fibre Channel
network adapter.

Figure 2-4 is a logical block diagram of the components and flow of the control canister.

Sys Mgmt Ports

REG @& @& REG
N+2

PCle Switch Power Interposer PCle Switeh

NTB NTE

Disk Expansion Ports Disk Expansion Ports

Figure 2-4 Logical block diagram for control canister
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As shown in Figure 2-5, the control canister has only one SAS2 port per canister for the
connection of expansion enclosures to add capacity. There are also two USB connections
available for support use to perform maintenance actions as required.

. e !

SAS Port Indicators Controller FRU Indicators Controller Indicators Enclosure Indicators

lg,'ir, Port Activity SAS Port Status i [(Zuntru[h-flanh rntmnnihulll I Power Status fatli'.fityl | Identify Check Log Fault |

HD SAS Port USB Ports HD SAS Port

o,

lHI)[J Status HDD Activity | APD (Battery) Status  APD (Battery) Fauk APD (Battery) In Use RFID Tag
HDD Indicators APD (Battery) Indicators

Figure 2-5 Control enclosure with connection ports and indicators
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In Table 2-5, the LED indicators are defined for the control enclosure; some of them are also
used on the expansion enclosure as well.

Table 2-5 Control enclosure LED description

LED group LED name Meaning

Enclosure Indicator Check Log Software fault telling you to
check the errorlog for details.

The Enclosure Indicator LEDs
on the righthand control Identify Used for identifying the

canister are used as the selected enclosure.

primary enclosure LEDs.
The left hand control canister
LEDs are used when the
righthand is not available.

Fault Indicates that a hardware fault
has occurred.

Controller Indicators Power » Slow Blink - Power
available but Processor
shutdown.

» Fast blink - doing POST.
» On solid - Powered up.

Status » Off - not operational.

» Solid - in a cluster.

» Slow blinking - in cluster or
service state.

» Fast blink - is upgrading.

Activity Activity LED blinks to show that
there is 1/0 activity.

Controller FRU Control Hardware problem with the
control canister.

Control canister hardware fault
Internal FRU Problem with an internal FRU

such as the network adapters.

Battery Indicators In Use Fast blink - System is shutting
down on battery power.

Status » Slow blink - Charging, but
has enough power to boot
the canister.

» Fast blink - Charging, and
does not have enough.
power to boot the canister
(Error 656).

» On solid - Fully charged.

Fault On - Hardware fault detected.
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2.5.2 Expansion canister

The expansion canister connects the expansion disks to the control canister using the SAS2
6 Gbps chain interface. This module also enables the daisy-chaining of additional expansions
to be connected behind it to further expand the capacity of the system’s storage. The
expansion canister is also a Customer Replaceable Unit (CRU). Figure 2-6 shows a picture of
the expansion canister with its cover removed.

Figure 2-6 Components and board layout of the expansion canister

As shown in Figure 2-6, the expansion canister does not contain a battery backup unit as the
control canister does. It does have an additional SAS2 connection (A) on it to allow for the
continuation of the chain to additional expansions. Figure 2-7 shows the SAS connection
ports and the status indicators on the front of the expansion enclosures.

SAS Port Indicators Controller FRU Indicators Controller Indicators Enclosure Indicators
lSASPon Activity SAS Port Status l | Controller Fauk rnlefnalFaull| [ Power  Status | ! Identify Fault
(Green) (Amber)

HD SAS Ports

Active  Fault
| (Green) (Amber) |

HDD Indicators
Figure 2-7 Expansion enclosure with connection ports and indicators

As the indicators on the expansion enclosure are a subset of the ones that are available on
the control enclosure, Table 2-5 on page 54 provides the details of their definitions.
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Figure 2-8 is a logical block diagram of the expansion canister.

Host Ports Sys Mgmt Ports Host Ports

N+2
Povwest Inberposer

Disk Expansion Ports Disk Expansion Ports

Figure 2-8 Logical block diagram for control canister

2.5.3 Supported disk drives

Both the IBM Flex System V7000 Control Enclosure and the IBM Flex System V7000
Expansion Enclosure support up to 24 2.5 inch disk drives in their enclosures. Table 2-6
shows all the possible drive types that can be used in the internal enclosure drive slots at the
time of writing.

Table 2-6 IBM Flex System V7000 Storage Node internal supported drives

Drive capacity Drive speed Drive physical size
146 GB 15K RPM SAS 2.5inch
300 GB 15K RPM SAS 2.5inch
300 GB 10K RPM SAS 2.5inch
600 GB 10K RPM SAS 2.5inch
900 GB 10K RPM SAS 2.5inch
1.2TB 10K RPM SAS 2.5inch
500 GB 7.2K RPM NL SAS 2.5inch
1TB 7.2K RPM NL SAS 2.5inch
200 GB SSD SAS 2.5inch
400 GB SSD SAS 2.5inch

Note: Using the newly supported large drive 1.2 TB 10K RPM SAS drives instead of 900
GB 10K RPM SAS drives increases the maximum internal capacity by 33%, or increases it
by 20% if using 1.2 TB 10K RPM SAS drives instead of 1 TB NL SAS drives.
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The disk drives connect to the Flex System Enterprise chassis through the midplane
interconnect for their power. Also, in the control enclosure, the midplane interconnect is used
for the internal control and 1/O paths. The expansion enclosures use Serial Attached SCSI
(SAS) connections on the front of the control and expansion canisters for disk I/O and control
commands.

2.5.4 IBM Storwize V7000 expansion enclosure

The IBM Storwize V7000 expansion enclosure can be optionally attached to IBM Flex System
V7000 Storage Node externally for added capacity beyond that of the internal enclosures.
These expansion enclosures contain two IBM Storwize V7000 expansion canisters, disk
drives, and two power supplies. There are two models of the expansion enclosures with the
2076-212 providing 12 disk slots of the 3.5 inch form factor, and the 2076-224 providing 24
disk slots of the 2.5 inch drives form factor.

Figure 2-9 shows the components of the expansion enclosure.

Figure 2-9 Component side view Expansion enclosure

The expansion enclosure power supplies have a single power lead connector on the power
supply unit. The PSU has an IEC C14 socket and the mains connection cable has a C13 plug.
As shown in Figure 2-9, the PSU has one green status LED indicator (A) to show it is
powered on and working properly.

Each expansion canister provides two SAS interfaces that are used to connect to either IBM
Flex System V7000 Storage Node control or expansion enclosures or to a preceding IBM
Storwize V7000 expansion enclosure, as well as to connect any additional IBM Storwize
V7000 expansion enclosure behind it. The ports are numbered 1 on the left and 2 on the
right. SAS port 1 is the IN port and SAS port 2 is the OUT port. There is also a symbol printed
at the ports to identify whether it is an IN or an OUT bound port.

Use of the SAS connector 1 is mandatory when installed, as the expansion enclosure must
be attached to either a control enclosure or another expansion enclosure. SAS connector 2 is
optional, as it is used to attach to the next additional expansion enclosure in the chain.

Each port connects four SAS physical links (PHYs) to the drives. As shown in Figure 2-9,
there is an LED associated with each PHY in each port (eight LEDs in total per canister). The
LEDs are green and grouped together next to the ports (B); for each port they are numbered
1 through 4. These LEDs indicate when there is activity on the PHY.
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Figure 2-10 shows the front view of the 2076-212 enclosure.

Figure 2-10 IBM Storwize V7000 front view for 2076-212 enclosure

The drives are positioned in four columns of three horizontally mounted drive slots in the
expansion enclosure. The drive slots are numbered 1 - 12, starting at the upper left and going
from left to right, top to bottom.

Figure 2-11 shows the front view of the 2076-224 enclosure.

Figure 2-11 IBM Storwize V7000 front view for 2076-224 enclosure

The drives are positioned in one row of 24 vertically mounted row in the drive assemblies. The
drive slots are numbered 1 - 24, starting from the left. (There is a vertical center drive bay
molding between slots 12 and 13.)

Though the IBM Storwize V7000 2076-224 enclosure is a 2.5 inch, 24 drive slot chassis; the
drives of this subsystem are not interchangeable with IBM Flex System V7000 Storage Node
drives. Both drives use a different carrier and contain a different product identifier in their
code.

Therefore, the IBM Storwize V7000 expansions support their own drive types in their
enclosures and should be created in their own configurations and storage pools when used
with IBM Flex System V7000 Storage Node.

IBM Flex System V7000 Storage Node enclosures currently support SSD, SAS, and Nearline
SAS drive types. Each SAS drive has two ports (two PHYs) and I/O can be issued down both
paths simultaneously.

For a list of supported drives for the IBM Storwize V7000 and other details, see the
Information Center at the following website:

http://pic.dhe.ibm.com/infocenter/storwize/ic/index.jsp

2.5.5 SAS cabling requirements

IBM Flex System V7000 Storage Node uses new smaller SAS2 cable connectors. These
connectors are based on the high density (HD) mini SAS connectors.

For the connections between the IBM Flex System V7000 Control enclosure and the IBM Flex
System V7000 Expansion enclosure in the chassis, you have to use these short cables
(shown in Figure 2-2 on page 41) that can be ordered with your storage.
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With the addition of external IBM Storwize V7000 expansion, there is an adapter that changes
the HD mini SAS to the mini SAS connection that is on the expansion. Figure 2-12 shows the
cabling scheme and the differences in the cable connections of the two expansions.
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Figure 2-12 Node cabling internal SAS and external

Notice that IBM Flex System V7000 Storage Node cabling is done directly from top to bottom
down through its expansions, including any additional external expansions.

2.6 IBM Flex System V7000 Storage Node components

IBM Flex System V7000 Storage Node is an integrated entry / midrange virtualization RAID
storage to support and interface with the IBM Flex System. It brings with it the following
benefits:

»

Offers a single point of management for server, network, internal storage, and external
storage, virtualized by the integrated IBM Flex System V7000 Storage Node.

Gives improved access to critical data by keeping data close to the servers by minimizing
switch and cable hops.

Provides virtual servers fast shared storage access to better enable dynamic workload
assignments.

Moves the control of the virtual server storage over to the server administrators rather than
in the hands of the SAN administrators.
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» Uses the IBM Flex System Enterprise Chassis for lower solution costs, thus eliminating
the need of external switches, cables, SFPs, fans, power supplies, for production
environments.

Note: Even though no external switches are required, the appropriate internal switch 1/0
modules must be available in order for the necessary host interfacing to work.

IBM Flex System V7000 Storage Node consists of a set of drive enclosures. Control
enclosures contain disk drives and two control canisters and form an 1/O group for its
management of additional internal and external storage. Expansion enclosures contain drives
and are attached to control enclosures.

The simplest use of IBM Flex System V7000 Storage Node is as a traditional RAID
subsystem. The internal drives are configured into RAID arrays and virtual disks created from
those arrays.

IBM Flex System V7000 Storage Node can also be used to virtualize other storage
controllers. An example of it is described in Chapter 7, “Storage Migration Wizard” on
page 283.

IBM Flex System V7000 Storage Node supports regular and solid-state drives. It can use IBM
System Storage Easy Tier to automatically place volume hot spots on better-performing
storage.

2.6.1 Hosts

A host system is an IBM Flex System compute node that is connected to IBM Flex System
V7000 Storage Node through a Fibre Channel connection or through an Ethernet connection
using either iISCSI or Fibre Channel over Ethernet (FCoE) connection through the switch
modules of the IBM Flex System. At the time of writing, attachment of external hosts to IBM
Flex System V7000 Storage Node is not supported.

Note: Direct attachment of AlX and SAS to IBM Flex System V7000 Storage Node
products is not supported at the time of writing this book.

Hosts are defined to IBM Flex System V7000 Storage Node by identifying their worldwide port
names (WWPNSs) for Fibre Channel hosts. For iSCSI hosts, they are identified by using their
iISCSI names. The iSCSI names can either be iISCSI qualified names (IQNs) or extended
unique identifiers (EUls).

2.6.2 Control canisters

60

IBM Flex System V7000 Storage Node can have two to eight hardware components called
control canisters that provide the virtualization of internal and external volumes, and cache
and copy services (Remote Copy) functions. Within IBM Flex System V7000 Storage Node a
pair of the control canisters are housed within a control enclosure. A clustered system
consists of a one to four control enclosures.

One of the control canisters within the system is known as the configuration node and it is the
canister that manages configuration activity for the clustered system. If this canister fails, the
system nominates another canister to become the configuration node. During initial setup, the
system will automatically select a canister for this role from the first control enclosure pair.
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2.6.3 1/0 groups

Within IBM Flex System V7000 Storage Node, there can be one to four control enclosures
that also are defined as /0 groups. IBM Flex System V7000 Storage Node supports four
control enclosures in the clustered system, which provides four 1/0 groups.

When a host server performs I/O to one of its volumes, all the I/Os for a specific volume are
directed to the owning I/O group. Also, under normal conditions, the 1/Os for that specific
volume are always processed by the same canister within the 1/O group.

Both canisters of the I/O group act as preferred nodes for their own specific subset of the total
number of volumes that the I/O group presents to the host servers (a maximum of 2048
volumes). However, both canisters also act as the failover canister for its partner within the 1/0
group, so a canister can take over the 1/0 workload from its partner, if required.

In IBM Flex System V7000 Storage Node environments, using active-active architecture, the
I/0 handling for a volume can be managed by both canisters of the 1/0 group. Therefore, it is
mandatory for servers that are connected through Fibre Channel connectors to use multipath
device drivers to be able to handle this capability.

The 1/0 groups are connected to the SAN so that all application servers accessing volumes
from the 1/0 group have access to them. Up to 512 host server objects can be defined in two
I/O groups.

Important: The active / active architecture provides ability to process I/Os for both control
canisters and allows the application to continue running smoothly, even if the server has
only one access route or path to the storage. This type of architecture eliminates the path /
LUN thrashing that can exist with an active / passive architecture.

2.6.4 Clustered system

A clustered system consists of one to four control enclosures. All configuration, monitoring,
and service tasks are performed at the system level and the configuration settings are
replicated across all control canisters in the clustered system. To facilitate these tasks, one or
two management IP addresses are set for the system.

There is a process provided to back up the system configuration data on to disk so that the
clustered system can be restored in the event of a disaster. This method does not back up
application data, only IBM Flex System V7000 Storage Node configuration information.

System configuration backup: After backing up the system configuration, save the
backup data on your hard disk (or at the least outside of the SAN). When you are unable to
access IBM Flex System V7000 Storage Node, you do not have access to the backup data
if it is on the SAN.

For the purposes of remote data mirroring, two or more clustered systems (IBM Flex System
V7000 Storage Nodes, Storwize V7000, or SAN Volume Controller systems starting from
Version 6.4) must form a partnership before creating relationships between mirrored volumes.
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Important: From IBM Flex System V7000 Storage Node code version 6.4 onwards, the
layer parameter can only be changed by running chsystem using the CLI. The default is
the storage layer, and you must change it to replication if you need to set up a copy
services relationship between IBM Flex System V7000 Storage Node with either the IBM
Storwize V7000 or SAN Volume Controller.

As mentioned earlier, one canister is designated as the configuration node and it is the
canister that activates the system IP address. If the configuration node fails, the system
chooses a new canister as the configuration node and the new canister takes over the system
IP addresses.

The system can be configured using either IBM Flex System V7000 Storage Node
management software or the command-line interface (CLI),

2.6.5 RAID

The IBM Flex System V7000 Storage Node setup contains a number of internal disk drive
objects known as candidate drives, but these drives cannot be directly added to storage
pools. The drives need to be included in a Redundant Array of Independent Disks (RAID)
grouping used for performance and to provide protection against the failure of individual
drives.

These drives are referred to as members of the array. Each array has a RAID level. Different
RAID levels provide different degrees of redundancy and performance, and have different
restrictions regarding the number of members in the array.

IBM Flex System V7000 Storage Node supports hot spare drives. When an array member
drive fails, the system automatically replaces the failed member with a hot spare drive and
rebuilds the array to restore its redundancy (the exception being RAID 0). Candidate and
spare drives can be manually exchanged with array members.

Each array has a set of goals that describe the wanted location and performance of each
array. A sequence of drive failures and hot spare takeovers can leave an array unbalanced,
that is, with members that do not match these goals. The system automatically rebalances
such arrays when the appropriate drives are available.

The following RAID levels are available:

RAID 0 (striping, no redundancy)

RAID 1 (mirroring between two drives)

RAID 5 (striping, can survive one drive fault)
RAID 6 (striping, can survive two drive faults)
RAID 10 (RAID 0 on top of RAID 1)

vyvyVvyyy

RAID 0 arrays stripe data across the drives. The system supports RAID 0 arrays with just one
member, which is similar to traditional JBOD attach. RAID 0 arrays have no redundancy, so
they do not support hot spare takeover or immediate exchange. A RAID 0 array can be
formed by one to eight drives.

RAID 1 arrays stripe data over mirrored pairs of drives. A RAID 1 array mirrored pair is rebuilt
independently. A RAID 1 array can be formed by two drives only.

RAID 5 arrays stripe data over the member drives with one parity strip on every stripe. RAID 5
arrays have single redundancy. The parity algorithm means that an array can tolerate no more
than one member drive failure. A RAID 5 array can be formed by 3 to 16 drives.
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RAID 6 arrays stripe data over the member drives with two parity stripes (known as the
P-parity and the Q-parity) on every stripe. The two parity strips are calculated using different
algorithms, which give the array double redundancy. A RAID 6 array can be formed by 5 to 16
drives.

RAID 10 arrays have single redundancy. Although they can tolerate one failure from every
mirrored pair, they cannot tolerate two-disk failures. One member out of every pair can be
rebuilding or missing at the same time. A RAID 10 array can be formed by 2 to 16 drives.

2.6.6 Managed disks

A managed disk (MDisk) refers to the unit of storage that IBM Flex System V7000 Storage
Node virtualizes. This unit could be a logical volume from an external storage array presented
to IBM Flex System V7000 Storage Node or a RAID array created on internal drives, or an
external Storwize V7000 expansion that is managed by IBM Flex System V7000 Storage
Node. IBM Flex System V7000 Storage Node can allocate these MDisks into various storage
pools for different usage or configuration needs.

An MDisk should not be visible to a host system on the storage area network, as it should
only be zoned to IBM Flex System V7000 Storage Node system.

An MDisk has four possible modes:

» Array:

Array mode MDisks are constructed from drives using the RAID function. Array MDisks
are always associated with storage pools.

» Unmanaged:

Unmanaged MDisks are not being used by the system. This situation might occur when an
MDisk is first imported into the system, for example.

» Managed:

Managed MDisks are assigned to a storage pool and provide extents so that volumes can
use it.

» Image:

Image MDisks are assigned directly to a volume with a one-to-one mapping of extents
between the MDisk and the volume. This situation is normally used when importing logical
volumes into the clustered system that already have data on them, which ensures that the
data is preserved as it is imported into the clustered system.

2.6.7 Quorum disks

A quorum disk is a managed disk (MDisk) that contains a reserved area for use exclusively by
the system. In IBM Flex System V7000 Storage Node, any managed disks can be considered
as a quorum candidate. The clustered system uses quorum disks to break a tie when exactly
half the control canisters in the system remain active after a SAN failure. IBM Flex System
V7000 Storage Node dynamically assigns which quorum drive will be the active member
(DQ).
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The diagram in Figure 2-13 shows a preferred quorum drive layout for a dual control
enclosure clustered IBM Flex System V7000 Storage Node system.
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Figure 2-13 Preferred quorum drive layout

The clustered system automatically forms the quorum disk by taking a small amount of space
from a managed disk (MDisk). It allocates space from up to three different MDisks for
redundancy, although only one quorum disk is active.

If the environment has multiple storage systems, then to avoid the possibility of losing all of
the quorum disks because of a failure of a single storage system, you should allocate the
quorum disk on different storage systems. The preferred internal drives are the ones in the
control enclosure and hot spares. However when an external virtualized storage system is
being managed, it is preferred to have the active quorum disk located on it for better access
when needed. It is possible to manage the quorum disks by using the CLI.

2.6.8 Storage pools

A storage pool is a collection of MDisks (up to 128) that are grouped together to provide
capacity for the creation of the virtual volumes. All MDisks in the pool are split into extents
with the same size. Volumes are then allocated out of the storage pool and are mapped to a
host system.

Names: All object names must begin with an alphabetic character and cannot be numeric.
The name can be a maximum of 63 characters. Valid characters are uppercase (A-Z),
lowercase letters (a-z), digits (0 - 9), underscore (_), period (.), hyphen (-), and space;
however, the names must not begin or end with a space.
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MDisks can be added to a storage pool at any time to increase the capacity of the storage

pool. MDisks can belong in only one storage pool and only MDisks in unmanaged mode can

be added to the storage pool. When an MDisk is added to the storage pool, the mode
changes from unmanaged to managed and vice versa when you remove it.

Each MDisk in the storage pool is divided into a number of extents. The size of the extent is

selected by the administrator at creation time of the storage pool and cannot be changed
later. The size of the extent ranges from 16 MB up to 8 GB.

The extent size has a direct impact on the maximum volume size and storage capacity of the
clustered system. A system can manage 4 million (4 x 1024 x 1024) extents. For example, a

system with a 16 MB extent size can manage up to 16 MB x 4 MB = 64 TB of storage.

The effect of extent size on the maximum volume size is shown inTable 2-7, and lists the
extent size and the corresponding maximum clustered system size.

Table 2-7 Maximum volume capacity by extent size

Extent size Maximum volume capacity for normal
volumes (GB)

16 MB 2048 (2 TB)

32 MB 4096 (4 TB)

64 MB 8192 (8 TB)

128 MB 16384 (16 TB)

256 MB 32768 (32 TB)

512 MB 65536 (64 TB)

1024 MB 131072 (128 TB)

2048 MB 262144 (256 TB)

4096 MB 528288 (512 TB)

8192 MB 1056576 (1,024 TB)

The effect of extent size on the maximum clustered system capacity is shown inTable 2-8.

Table 2-8 Extent size and effect on clustered system capacity

Extent size Maximum storage capacity of cluster
16 MB 64 TB
32 MB 128 TB
64 MB 256 TB
128 MB 512TB
256 MB 1PB
512 MB 2PB
1024 MB 4 PB
2048 MB 8 PB
4096 MB 16 PB
8192 MB 32 PB
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Use the same extent size for all storage pools in a storage system, when they are supporting
volume migration between two storage pools. If the storage pool extent sizes are not the
same, this will not be possible. Use volume mirroring to copy volumes between storage pools,
as described in Chapter 10, “Volume mirroring and migration” on page 447.

For most IBM Flex System V7000 Storage Nodes, a maximum of capacity of 1 PB is
sufficient; and an extent size value of 256 MB should be used.

Default extent size: The GUI of IBM Flex System V7000 Storage Node sets a default
extent size value of 256 MB when you define a new storage pool.

A storage pool can have a threshold warning set that automatically issues a warning alert
when the used capacity of the storage pool exceeds the set limit.

Single-tiered storage pool
MDisks that are used in a single-tiered storage pool need to have the following characteristics
to prevent performance and other problems:

» They must have the same hardware characteristics, disk type, disk size, and disk speeds
(revolutions per minute (rpms)).

» They must have the same RAID type, RAID array size, and disk spindle count in the RAID
grouping.

» The disk subsystems providing the MDisks must have similar characteristics, for example,
maximum input/output operations per second (IOPS), response time, cache, and
throughput.

» When possible, make all MDisks of the same size, and ensure that the MDisks provide the
same number of extents per volume. If this configuration is not feasible, you need to check
the distribution of the volumes’ extents in that storage pool.

Multi-tiered storage pool
A multi-tiered storage pool has a mix of MDisks with more than one type of disk tier attribute,
for example, a storage pool containing a mix of generic_hdd AND generic_ssd MDisks.

A multi-tiered storage pool contains MDisks with different characteristics as opposed to the
single-tiered storage pool. However, each tier should have MDisks of the same size and
MDisks that provide the same number of extents.
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A multi-tiered storage pool is used to enable automatic migration of extents between disk tiers
using the IBM Flex System V7000 Storage Node Easy Tier function. Figure 2-14 shows these
components.

Multi Tier Pool
(Easy Tier)

Figure 2-14 IBM Flex System V7000 Storage Node with single tier and multi tier pools

2.6.9 Volumes

A volume is a virtual logical disk that is presented to a host system by the clustered system. In
our virtualized environment, the host system has a volume mapped to it by IBM Flex System
V7000 Storage Node. IBM Flex System V7000 Storage Node translates this volume into a
number of extents, which are allocated across MDisks. The advantage with storage
virtualization is that the host is “decoupled” from the underlying storage, so the virtualization
appliance can move the extents around without impacting the host system.

The host system cannot directly access the underlying MDisks in the same manner as it could
access RAID arrays in a traditional storage environment.
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There are three types of volumes:
» Striped volume:

A striped volume is allocated using one extent from each MDisk at a time in the storage
pool. This process continues until the space required for the volume has been satisfied. It
is also possible to supply a list of MDisks to use.

» Sequential volume:

A sequential volume is where the extents are allocated one after the other from one Mdisk.
If there is not enough space on a single Mdisk, the creation of the sequential volume fails.
If a volume is required to be expanded, the sequential volume is converted to a striped
volume by policy when the expansion occurs.

Figure 2-15 shows examples of the striped and sequential volume types.

Extent 1

Extent 1 S :
eq uential
Extent 1

Extent 0 Volume

Extent 0
Extent 0

Striped Volume

Extent 7
Extent 6
Mdisks from _ Extent5
internal drives Extent 4
or external Extent 3

Extent 2
Extent 1
Extent 0

storage systems

Managed mode MDisks, extent size (16MB - 8GB).

Figure 2-15 Striped and sequential volumes

» Image mode:

Image mode volumes are special volumes that have a direct relationship with one MDisk.
They are used to migrate existing data into and out of IBM Flex System V7000 Storage
Node.

When the image mode volume is created, a direct mapping is made between extents that
are on the MDisk and the extents that are on the volume. The logical block address (LBA)
x on the MDisk is the same as the LBA x on the volume, which ensures that the data on
the MDisk is preserved as it is brought into the clustered system (Figure 2-16).
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Figure 2-16 Image mode volume

Some virtualization functions are not available for image mode volumes, so it is often useful to
migrate the volume into a new storage pool. After it is migrated, the MDisk becomes a
managed MDisk.

If you add an MDisk containing data to a storage pool, any data on the MDisk is lost. Ensure
that you create image mode volumes from MDisks that contain data before adding MDisks to
the storage pools.

2.6.10 Thin-provisioned volumes

Volumes can be configured to either be thin provisioned or fully allocated. A thin-provisioned
volume behaves with respect to application reads and writes as though they were fully
allocated. When a volume is created, the user specifies two capacities: the real capacity of
the volume and its virtual capacity.

The real capacity determines the quantity of MDisk extents that are allocated for the volume.
The virtual capacity is the capacity of the volume reported to IBM Flex System V7000 Storage
Node and to the host servers.

The real capacity is used to store both the user data and the metadata for the thin-provisioned
volume. The real capacity can be specified as an absolute value or a percentage of the virtual
capacity.

The thin provisioning feature can be used on its own to create overallocated volumes, or it can
be used with FlashCopy. Thin-provisioned volumes can be used with the mirrored volume
feature as well.

A thin-provisioned volume can be configured to autoexpand, which causes IBM Flex System
V7000 Storage Node to automatically expand the real capacity of a thin-provisioned volume
as its real capacity is used. Autoexpand attempts to maintain a fixed amount of unused real
capacity on the volume. This amount is known as the contingency capacity.
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The contingency capacity is initially set to the real capacity that is assigned when the volume
is created. If the user modifies the real capacity, the contingency capacity is reset to be the
difference between the used capacity and real capacity.

A volume that is created with a zero contingency capacity goes offline as soon as it needs to
expand. A volume with a non-zero contingency capacity stays online until it has been used

up.

Autoexpand does not cause the real capacity to grow much beyond the virtual capacity. The
real capacity can be manually expanded to more than the maximum that is required by the
current virtual capacity, and the contingency capacity is recalculated.

To support the autoexpansion of thin-provisioned volumes, the storage pools from which they
are allocated have a configurable warning capacity. When the used free capacity of the group
exceeds the warning capacity, a warning is logged. For example, if a warning of 80% has
been specified, the warning is logged when 20% of the free capacity remains.

A thin-provisioned volume can be converted to a fully allocated volume using volume
mirroring (and vice versa).

2.6.11 Mirrored volumes

IBM Flex System V7000 Storage Node provides a function called volume mirroring, which
enables a volume to have two physical copies. Each volume copy can belong to a different
storage pool and can be on different managed physical storage systems, which can help
provide a better level of high-availability to a solution.

When a host system issues a write to a mirrored volume, IBM Flex System V7000 Storage
Node writes the data to both copies. When a host system issues a read to a mirrored volume,
IBM Flex System V7000 Storage Node requests it from the primary copy. If one of the
mirrored volume copies is temporarily unavailable, IBM Flex System V7000 Storage Node
automatically uses the alternate copy without any outage for the host system. When the
mirrored volume copy is repaired, IBM Flex System V7000 Storage Node resynchronizes the
data.

A mirrored volume can be converted into a non-mirrored volume by deleting one copy or by
splitting one copy to create a new non-mirrored volume.

The mirrored volume copy can be any type; image, striped, sequential, and thin provisioned
or not. The two copies can be different volume types.

Using mirrored volumes can also assist with migrating volumes between storage pools that
have different extent sizes and can provide a mechanism to migrate fully allocated volumes to
thin-provisioned volumes without any host outages.

You can change the time-out value setting to either Tatency, which prioritizes low host latency
(default) or redundancy, which prioritizes redundancy (longer timeout).

Unmirrored volumes: An unmirrored volume can be migrated from one location to
another by adding a second copy to the wanted destination, waiting for the two copies to
synchronize, and then removing the original copy. This operation can be stopped at any
time.
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2.6.12 Easy Tier

Easy Tier is a performance function that automatically migrates or moves extents from a
volume to, or from, SSD storage to HDD storage. Easy Tier monitors the host I/O activity and
latency on the extent of all volumes with the Easy Tier function turned on in a multi-tiered
storage pool over a 24-hour period. It then creates an extent migration plan based on this
activity and then dynamically moves high activity or hot extents to a higher disk tier within the
storage pool. It also moves extents’ activity that has dropped off or cooled from the high tiered
MDisk back to lower tiered MDisk.

It should be understood that Easy Tier does not do any operations unless the results will have
a level of positive value that makes the activity worth performing. In an environment with low
total workload on a volume, even if the volume has a specific hot spot, it might be judged to be
too cool to justify the required operations to perform the move. Likewise, the downgrading of
an extent will not take place until the space is needed for a hotter extent. Figure 2-17 shows

the basic structure and concepts of this function.

Host Volume Hybrid Storage Pool

Extent
Virtualization

Hot Extents

Migrate Up

Disks from HDD Arrays

Figure 2-17 Easy Tier overview

The Easy Tier function can be turned on or off at the storage pool and volume level.

It is possible to demonstrate the potential benefit of Easy Tier in your environment before
installing a solid-state disk. By turning on the Easy Tier function for a single level storage pool
and the Easy Tier Function for the volumes within that pool, Easy Tier creates a migration
report every 24 hours on the number of extents it would move if the pool was a multi-tiered
pool. Easy Tier statistics measurement is enabled.

Using Easy Tier can make it more appropriate to use smaller storage pool extent sizes.

The usage statistics file can be offloaded from IBM Flex System V7000 Storage Node and
then an IBM Storage Advisor Tool can be used to create a summary report from the data.

Contact your IBM representative or IBM Business Partner for more information about the
Storage Advisor Tool. For more information about Easy Tier, see Implementing the IBM
Storwize V7000 V6.3, SG24-7938.
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Note: IBM Flex System V7000 Storage Node version 7.1.x or later supports the use of
Real-time Compression and Easy Tier together, which enables users to gain high
performance and high efficiency at the same time.

2.6.13 Real-time Compression

With IBM Flex System V7000 Storage Node, there is a capability to create a volume as a
compressed volume type. With this type of volume, storage capacity needs can be lowered by
more than half. IBM Flex System V7000 Storage Node Real-time Compression function is
based on the same proven Random-Access Compression Engine (RACE) as the IBM
Real-time Compression Appliances (RtCA).

With compression, storage growth can be curbed and the need for additional storage
purchases can be delayed and spread out over greater periods of time. Real-time
Compression dynamically works with active workloads now, compressing the data while it is
being processed for the first time.

To implement Real-time Compression, the volume must be created with compressed type
selected. You cannot convert a volume from uncompressed to compressed after creation.
However, a compressed volume can be a target of a volume mirror, allowing the copying of
the uncompressed volume to a compressed copy.

The Real-time Compression feature is licensed on an enclosure basis for IBM Flex System
V7000 Storage Node.

Real-time Compression resource needs should be considered when planning for the use of
compression. Resource requirements must be planned. Understanding the best balance of
performance and compression is an important factor to consider when designing a mixed
compressed environment.

Real-time Compression can be purchased to run on one control enclosure (1/0O Group) of a
cluster and not for another, allowing for shared environments that exist depending on need
and providing environments that meet the needs.

To gain insight of what should be expected, a tool has been created that can be used to
gather details and provide input on the workload type and pattern to show its level of
compressibility. An IBM tool called the Comprestimator can be used to analyze data gathered.

For more information about the usage and capabilities of this feature, see Real-time
Compression in SAN Volume Controller and Storwize V7000, REDP-4859, at this website:

http://w3.itso.ibm.com/redpieces/abstracts/redp4859.htm1?0pen

2.6.14 iSCSI

iSCSl is an alternative means of attaching hosts to IBM Flex System V7000 Storage Node. All
communications with external back-end storage subsystems or other IBM virtual storage
systems must be done through a Fibre Channel or FCOE connection.

The iSCSI function is a software function that is provided by IBM Flex System V7000 Storage
Node code, not hardware. In the simplest terms, iSCSI allows the transport of SCSI
commands and data over a TCP/IP network, based on IP routers and Ethernet switches.
iISCSI is a block-level protocol that encapsulates SCSI commands into TCP/IP packets and
uses an existing IP network, instead of requiring expensive FC HBAs and a SAN fabric
infrastructure.
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A pure SCSI architecture is based on the client/server model. A client (for example, server or
workstation) initiates read or write requests for data from a target server (for example, a data
storage system).

Commands, which are sent by the client and processed by the server, are put into the
Command Descriptor Block (CDB). The server runs a command, and completion is indicated
by a special signal alert.

The major functions of iISCSI include encapsulation and the reliable delivery of CDB
transactions between initiators and targets through the Internet Protocol network, especially
over a potentially unreliable IP network.

The concepts of names and addresses have been carefully separated in iISCSI:

» An iSCSI name is a location-independent, permanent identifier for an iSCSI node. An
iSCSI node has one iSCSI name, which stays constant for the life of the node. The terms
initiator name and target name also refer to an iSCSI name.

» An iSCSI address specifies not only the iISCSI name of an iSCSI node, but also a location
of that node. The address consists of a host name or IP address, a TCP port number (for
the target), and the iISCSI name of the node. An iSCSI node can have any number of
addresses, which can change at any time, particularly if they are assigned by way of
Dynamic Host Configuration Protocol (DHCP). An IBM Flex System V7000 Storage Node
control canister represents an iISCSI node and provides statically allocated IP addresses.

Each iSCSI node, that is, an initiator or target, has a unique iSCSI Qualified Name (IQN),
which can have a size of up to 255 bytes. The IQN is formed according to the rules adopted
for Internet nodes.

The iSCSI qualified name format defined in RFC3720 contains these elements (in order):

» The string “ign”.

» A date code specifying the year and month in which the organization registered the
domain or subdomain name used as the naming authority string.

» The organizational naming authority string, which consists of a valid, reversed domain or a
subdomain name.

» Optionally, a colon (:), followed by a string of the assigning organization’s choosing, which
must make each assigned iSCSI name unique.
For IBM Flex System V7000 Storage Node the IQN for its iISCSI target is specified as:

ign.1986-03.com.ibm:2145.<clustername>.<nodename>

On a Windows server, the IQN, that is, the name for the iISCSI initiator, can be defined as:

ign.1991-05.com.microsoft:<computer name>

The IQNs can be abbreviated by using a descriptive name, known as an alias. An alias can
be assigned to an initiator or a target. The alias is independent of the name and does not
need to be unique. Because it is not unique, the alias must be used in a purely informational
way. It cannot be used to specify a target at login or used during authentication. Both targets
and initiators can have aliases.

An iSCSI name provides the correct identification of an iSCSI device irrespective of its
physical location. Remember that the IQN is an identifier, not an address.
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Changing names: Observe the following precautions when changing system or node
names for an IBM Flex System V7000 Storage Node clustered system that has servers
connected to it using SCSI. Be aware that because the system and node name are part of
the IQN for IBM Flex System V7000 Storage Node, you can lose access to your data by
changing these names. The IBM Flex System V7000 Storage Node GUI shows a specific
warning, but the CLI does not.

The iSCSI session, which consists of a login phase and a full feature phase, is completed with
a special command.

The login phase of the iISCSI is identical to the FC port login process (PLOGI). It is used to
adjust various parameters between two network entities and to confirm the access rights of
an initiator.

If the iISCSI login phase is completed successfully, the target confirms the login for the
initiator; otherwise, the login is not confirmed and the TCP connection breaks.

As soon as the login is confirmed, the iISCSI session enters the full feature phase. If more
than one TCP connection was established, iSCSI requires that each command / response
pair goes through one TCP connection. Thus, each separate read or write command is
carried out without the necessity to trace each request for passing separate flows. However,
separate transactions can be delivered through separate TCP connections within

one session.

For further details about configuring iSCSI, see Chapter 11, “SAN connections and
configuration” on page 457.

2.6.15 Fibre Channel over Ethernet (FCoE)

Fibre Channel over Ethernet (FCoE) is a standard specified by ANSI T11 committee within
the FC-BB-5 for enabling the transmission of FC protocol and data across an Ethernet
network. As shown in Figure 2-18, the new environment supports both FCoE and TCP/IP
traffic to be able to share a common Ethernet network.

Converged
Enhanced
Ethernet

Figure 2-18 New enhanced Ethernet environment support
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Table 2-9 shows differences between the use of FCoE and iSCSI for transfer environments.

Table 2-9 FCoE and iSCSI differences

FCoE

iSCSI

Local-area, lossless links, no routing allowed

Allows many hops, lossy connections and high
latency

Simple encapsulation of Fibre Channel

Substantial complexity on top of TCP

Low overhead — similar to Fibre Channel

Overhead varies - typically higher

Storage administrators know Fibre Channel well | TCP/iP well understood by most IT staff

Frame loss can quickly become catastrophic Frame loss recovery built into protocol stack

FCoE allows for fewer network adapters to be required, as both protocols can share the same
adapter, reducing hardware cost and freeing up bus slots in hosts.

For in-depth details and recommendations for using these protocols, see Storage and
Network Convergence Using FCoE and iSCSI, SG24-7986 available at this website:

http://w3.itso.ibm.com/abstracts/sg247986.htm1?0pen

2.7 Advanced copy services

IBM Flex System V7000 Storage Node supports the following copy services:

» FlashCopy
» Synchronous Remote Copy
» Asynchronous Remote Copy

2.7.1 FlashCopy

FlashCopy makes a copy of a source volume on a target volume. After the copy operation has
started, the target volume has the contents of the source volume as they existed at a single
point in time. Although the copy operation takes time, the resulting data at the target appears
as though the copy was made instantaneously.

FlashCopy is sometimes described as an instance of a time-zero (T0) copy or a point in time
(PiT) copy technology.

FlashCopy can be performed on multiple source and target volumes. FlashCopy permits the
management operations to be coordinated so that a common single point in time is chosen
for copying target volumes from their respective source volumes.

IBM Flex System V7000 Storage Node also permits multiple target volumes to be
FlashCopied from the same source volume. This capability can be used to create images
from separate points in time for the source volume, and to create multiple images from a
source volume at a common point in time. Source and target volumes can be thin-provisioned
volumes.

Reverse FlashCopy enables target volumes to become restore points for the source volume
without breaking the FlashCopy relationship and without waiting for the original copy
operation to complete. IBM Flex System V7000 Storage Node supports multiple targets and
thus multiple rollback points.
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Most clients aim to integrate the FlashCopy feature for point in time copies and quick recovery
of their applications and databases. IBM Support is provided by Tivoli Storage FlashCopy
Manager, which is described at the following website:

http://www-01.1ibm.com/software/tivoli/products/storage-flashcopy-mgr/

You can read a detailed description about the FlashCopy copy services in 9.2, “FlashCopy” on
page 364.

2.7.2 IBM Flex System V7000 Remote Mirroring software
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The IBM Flex System V7000 Remote Mirroring software provides both Metro and Global
mirroring capabilities between IBM Flex System V7000 Storage Nodes, or between IBM Flex
System V7000 Storage Nodes and IBM Storwize V7000s or IBM SAN Volume Controllers
(SVCs). This capability means that customers have greater flexibility in their expanding
environments using IBM Flex System V7000 Storage Node, Storwize V7000, and SVC, with
the ability now to perform remote mirror from one system to the other.

With the wide variety of storage systems that can be managed under any of these systems,
the options available for replicating data between a number of storage systems are multiplied.
Remote deployments for disaster recovery for current SVC and Storwize V7000 environments
can easily be fitted with IBM Flex System V7000 Storage Node or vice versa.

The Copy Services layer sits above and operates independently of the function or
characteristics of the underlying disk subsystems used to provide the storage resources to
IBM Flex System V7000 Storage Node. Figure 2-19 shows an example of possible copy
service relationships (they must be at Version 6.4 or later).

RC_partnership_1 RC_partnership_2

Replication layer

Storage layer
RC_partnership_1 . . .

Figure 2-19 Example of possible copy services relationships

With Metro Mirroring, IBM Flex System V7000 Remote Mirroring provides synchronous data
replication at distances less than 300 Km. This capability is supported across either an FC or
FCoE/FC SAN fabric infrastructure. Mirroring over iSCSI connections is not currently
supported.

Global Mirroring provides for long distances of greater than 300 Km and is only supported
over an FC SAN infrastructure. Tunneling over a WAN network is frequently used for the
greater distance needs.
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Customers who want to use the global mirror capability with Flex System V7000 on a low
bandwidth link between sites can do so with the use of the low bandwidth remote mirroring.
This capability provides options to help administrators balance network bandwidth
requirements and recovery point objective (RPO) times for applications, helping reduce
operation costs for disaster recovery solutions. Remote mirroring supports higher RPO times
by allowing the data at the disaster recovery site to get further out of sync with the production
site if the communication link limits replication, and then approaches synchronicity again
when the link is not as busy. This low bandwidth remote mirroring uses space-efficient
FlashCopy targets as sources in remote copy relationships to increase the time allowed to
complete a remote copy data cycle.

See 9.3, “Remote Copy” on page 402 for more information about the Remote Copy services.
For details regarding Remote Copy licensing, see 2.4, “IBM Flex System V7000 Storage
Node licensing” on page 46.

2.7.3 Synchronous / Asynchronous Remote Copy

The general application of Remote Copy seeks to maintain two copies of data. Often, the two
copies are separated by distance, but not always.

The Remote Copy can be maintained in one of two modes: synchronous or asynchronous.

With IBM Flex System V7000 Storage Node, Metro Mirror and Global Mirror are the IBM
branded terms for the functions that are synchronous Remote Copy and asynchronous
Remote Copy.

Synchronous Remote Copy ensures that updates are committed at both the primary and the
secondary before the application considers the updates complete; therefore, the secondary is
fully up to date if it is needed in a failover. However, the application is fully exposed to the
latency and bandwidth limitations of the communication link to the secondary. In a truly
remote situation, this extra latency can have a significant adverse effect on application
performance.

Special configuration guidelines exist for SAN fabrics that are used for data replication. It is
necessary to consider the distance and available bandwidth total network links to determine
the appropriate method to use. See 9.3, “Remote Copy” on page 402 for details on planning,
configuring and using Remote Copy for replication functions.

With the Global Mirror method, there is a design option that assists with low bandwidth for
IBM Flex System V7000 Storage Node and the other IBM virtual storage systems that are
mirroring to it running code level 6.4.x and higher. This option uses change volumes
associated with the primary and secondary volumes. For more details on Remote Copy with
changed volumes, see 9.3.2, “Global Mirror with Change Volumes” on page 409.
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2.7.4 Copy Services configuration limits

In Table 2-10, we describe the Copy Services configuration limits. For the most up-to-date list
of these limits, see the following website:

http://www.ibm.com/support/docview.wss?uid=ssg151004369

Table 2-10 Copy Services configuration limits

capacity per I/0O group

Properties Maximum number Comments

Remote Copy (Metro Mirrorand | 4096 This configuration can be any

Global Mirror) relationships per mix of Metro Mirror and Global

clustered system Mirror relationships.

Remote Copy relationships per | 4096 No additional limit is imposed

consistency group beyond the Remote Copy
relationships per clustered
system limit.

Remote Copy consistency 256 -

groups per clustered system

Total Metro Mirror and Global 1024 TB This limit is the total capacity for

Mirror volume capacity per I/O all master and auxiliary

group volumes in the 1/0 group.

FlashCopy mappings per 4096 -

clustered system

FlashCopy targets per source 256 -

Cascaded Incremental 4 A volume can be the source of

FlashCopy maps up to four incremental
FlashCopy maps. If this number
of maps is exceeded, then the
FlashCopy behavior for that
cascade becomes
non-incremental.

FlashCopy mappings per 512 -

consistency group

FlashCopy consistency groups | 127 -

per clustered system

Total FlashCopy volume 1024 TB 4096 for a full four node

clustered system with four 1/0
groups.

2.8 Management and support tools
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The IBM Flex System V7000 Storage Node system can be managed through the IBM Flex
System Management Node (FSM), or by using the native management software that runs in

the hardware itself.

The FSM simplifies storage management in the following ways:

» Centralizes the management of storage network resources with IBM storage

management software.
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» Provides greater synergy between storage management software and IBM
storage devices.

» Reduces the number of servers that are required to manage your software infrastructure.

» Provides higher-level functions.

2.8.1 IBM Assist On-site and remote service

The IBM Assist On-site tool is a remote desktop-sharing solution that is offered through the
IBM website. With it, the IBM service representative can remotely view your system to
troubleshoot a problem.

You can maintain a chat session with the IBM service representative so that you can monitor
this activity and either understand how to fix the problem yourself or allow the representative
to fix it for you.

To use the IBM Assist On-site tool, the SSPC or master console must be able to access the
Internet. The following website provides further information about this tool:

http://www.ibm.com/support/assistonsite/

When you access the website, you sign in and enter a code that the IBM service
representative provides to you. This code is unique to each IBM Assist On-site session.

A plug-in is downloaded on to your SSPC or master console to connect you and your IBM
service representative to the remote service session. The IBM Assist On-site contains several
layers of security to protect your applications and your computers.

You can also use security features to restrict access by the IBM service representative.

Your IBM service representative can provide you with more detailed instructions for using the
tool.

2.8.2 Event notifications

IBM Flex System V7000 Storage Node can use Simple Network Management Protocol
(SNMP) traps, syslog messages, and a Call Home email to notify you and the IBM Support
Center when significant events are detected. Any combination of these notification methods
can be used simultaneously.

Each event that IBM Flex System V7000 Storage Node detects is assigned a notification type
of Error, Warning, or Information. You can configure IBM Flex System V7000 Storage Node to
send each type of notification to specific recipients.

2.8.3 SNMP traps

SNMP is a standard protocol for managing networks and exchanging messages. IBM Flex
System V7000 Storage Node can send SNMP messages that notify personnel about an
event. You can use an SNMP manager to view the SNMP messages that IBM Flex System
V7000 Storage Node sends. You can use the management GUI or the IBM Flex System
V7000 Storage Node command-line interface to configure and modify your SNMP settings.

You can use the Management Information Base (MIB) file for SNMP to configure a network
management program to receive SNMP messages that are sent by IBM Flex System V7000
Storage Node. This file can be used with SNMP messages from all versions of

IBM Flex System V7000 Storage Node Software.

Chapter 2. Introduction to IBM Flex System V7000 Storage Node 79


http://www.ibm.com/support/assistonsite/

2.8.4 Syslog messages

The syslog protocol is a standard protocol for forwarding log messages from a sender to a
receiver on an IP network. The IP network can be either IPv4 or IPv6. IBM Flex System
V7000 Storage Node can send syslog messages that notify personnel about an event. IBM
Flex System V7000 Storage Node can transmit syslog messages in either expanded or
concise format. You can use a syslog manager to view the syslog messages that IBM Flex
System V7000 Storage Node sends. IBM Flex System V7000 Storage Node uses the User
Datagram Protocol (UDP) to transmit the syslog message. You can use the management GUI
or IBM Flex System V7000 Storage Node command-line interface to configure and modify
your syslog settings.

2.8.5 Call Home email

The Call Home feature transmits operational and error-related data to you and IBM through a
Simple Mail Transfer Protocol (SMTP) server connection in the form of an event notification
email. When configured, this function alerts IBM service personnel about hardware failures
and potentially serious configuration or environmental issues. You can use the Call Home
function if you have a maintenance contract with IBM or if IBM Flex System V7000 Storage
Node is within the warranty period.

To send email, you must configure at least one SMTP server. You can specify as many as five
additional SMTP servers for backup purposes. The SMTP server must accept the relaying of
email from the IBM Flex System V7000 Storage Node clustered system IP address. You can
then use the management GUI or the command-line interface to configure the email settings,
including contact information and email recipients. Set the reply address to a valid email
address. Send a test email to check that all connections and infrastructure are set up
correctly. You can disable the Call Home function at any time using the management GUI or
the command-line interface as well.

Note: If IBM Flex System V7000 Storage Node is managed by the IBM Flex System
Manager, Call Home function is disabled on the Storage Node and managed through IBM
Flex System Manager.

Before installing IBM Flex System V7000 Storage Node, make sure that you review the
content of this document: “Limitations with the Management of IBM Flex System V7000
Storage Node, Storwize V7000, and SAN Volume Controller Storage by IBM Flex System
Manager,” available at the following link:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.
commontasks.doc/flex_storage management.pdf
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2.9 Useful references from Storwize V7000 websites

Due to the common design of the software and procedures of the IBM Storwize V7000 and
IBM Flex System V7000 Storage Node, the following information is provided for additional
references:

» IBM Flex System Information Center:
http://publib.boulder.ibm.com/infocenter/flexsys/information/index.jsp
» IBM Flex System V7000 Storage Node Information Center:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.
4939.doc/site_product _page.html

» IBM Flex System V7000 Storage Node - Learning Modules:

» http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.49
39.71earning/site_learning_tutorials.html

» IBM Flex System V7000 Storage Node Installation Guide (GC27-4203):

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.
4939.doc/site_bkmap_quickinstbk.pdf

» IBM Storwize V7000 Expansion Enclosure Installation Guide, Machine type 2076
(GC27-4234):

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.
4939.doc/tbrd_bkmap_install_2076.pdf

» |IBM Flex System V7000 Storage Node Troubleshooting, Recovery, and Maintenance
Guide (GC27-4205):

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.
4939.doc/site_bkmap_trblshoot.pdf

» IBM Flex System V7000 Storage Node Support home:

http://www.ibm.com/support/entry/portal/overview/hardware/puresystems/pureflex_
system/storage_node/flex_system v7000

» The IBM Storwize V7000 Storage Support page is at this website:
http://www.ibm.com/storage/support/storwize/v7000

» The IBM Storwize V7000 Storage home page is at this website:
http://www-03.ibm.com/systems/storage/news/center/storwize_v7000/index.htm]

» The Storwize V7000 Storage Supported hardware list is at this website:
http://www-01.1ibm.com/support/docview.wss?uid=ssg151003908

» The Storwize V7000 Storage Configuration Limit and Restrictions are at this website:
http://www-01.1ibm.com/support/docview.wss?uid=ssg151003902

» The Storwize V7000 Storage Online documentation is at this website:

http://www-947.ibm.com/support/entry/portal/Documentation/Hardware/System_Stora
ge/Disk_systems/Mid-range_disk_systems/IBM_Storwize V7000_%282076%29

» The Storwize V7000 Storage Online Information Center is at this website:
http://publib.boulder.ibm.com/infocenter/storwize/ic/index.jsp

» You can see IBM Redbooks publications about both the IBM Flex System and IBM
Storwize V7000 Storage at this website:

http://www.redbooks.ibm.com/cgi-bin/searchsite.cgi?query=v7000
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Some interesting videos are available on YouTube that describe the IBM Storwize V7000
Storage. With the common software design shared with this system and IBM Flex System
V7000 Storage Node many of these can be used to help develop a familiarity with the
terminology and many of the GUI and management processes. They are available at the

websites shown in Table 2-11.

Table 2-11 Videos available on YouTube

Performance Panel Sped-up! (HD)

Description of the video Link WEB

IBM Storwize V7000 Storage Virtualization http://www.youtube.com/watch?v=12rzt3m2gP0
Terminology Overview

IBM Storwize V7000 Interface tour http://www.youtube.com/watch?v=FPbNRs9HacQ
IBM Storwize V7000 Volume management http://www.youtube.com/watch?v=YXeKqH8Sd90o
IBM Storwize V7000 Migration http://www.youtube.com/watch?v=dXxnUN6dk74
IBM Storwize V7000 Introduction to FlashCopy http://www.youtube.com/watch?v=MXWgGWjBzG4
IBM Storwize V7000 Introduction to Remote http://www.youtube.com/watch?v=koFYm--gnEc
Copy 1

IBM Storwize V7000 Introduction to Remote http://www.youtube.com/watch?v=kMOFFS3NYas
Copy 2

IBM Storwize V7000 Rapid Application Storage http://www.youtube.com/watch?v=1zgE1jRVDSc
Solution - Tivoli Storage FlashCopy Manager

VMware data protection with Storwize V7000 http://www.youtube.com/watch?v=vecOap-qwbA
IBM SAN Volume Controller and Storwize V7000 | http://www.youtube.com/watch?v=7noC71tLkWs
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Systems management

This chapter provides an overview of storage management for IBM Flex System V7000
Storage Node from the IBM Flex System Chassis Management Module and the IBM Flex
System Manager Node, and shows how to use the navigation tools.

While there are several ways to manage the various components of the IBM Flex Systems, a
description of all these options is beyond the scope of this publication. In this chapter, we
cover the management options related to IBM Flex System V7000 Storage Node and the 1/O
modules. For detailed information regarding other management options, see Implementing
Systems Management of IBM PureFlex System, SG24-8060.

This chapter describes the following topics:

» 3.1, “System Management overview” on page 84
» 3.2, “IBM Flex System Chassis Management Module (CMM)” on page 90
» 3.3, “Flex System Manager” on page 113
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3.1 System Management overview

The IBM PureFlex System is designed to improve efficiency in system management. A variety
of functions and features are designed towards providing a simplified yet dynamic
management experience to the user:

Advanced automation of configuration and management
Enhanced and user-friendly interface, cross-resource integration
Easier monitoring and problem management

Policy-based expert patterns

vyvyyy

3.1.1 Integrated platform management tools

System Management can be performed by using the easy-to-use integrated platform
management tools chassis management module (CMM) and integrated management module
(IMMv2), as well as other popular system management software (IBM Tivoli and IBM
Director), and third-party enterprise management tools (CA, BMC, and HP). Due to the
flexibility of an IBM Flex System, many management features and functions such as security,
monitoring, provisioning, and automation, can be plugged easily into an existing IT
infrastructure.

Within an IBM Flex System Enterprise Chassis, each node has a management controller that
communicates by the CMM-enabled 1 GbE private management network allowing centralized
management capability. Different chassis components supported in the IBM Flex System
Enterprise Chassis implement different management controllers at node-level as well.

The following set of hardware management devices and interfaces are commonly used for
managing an IBM Flex System:

» IBM Flex System Manager (FSM)

» IBM Flex System Chassis Management Module (CMM)

» Switch modules (IO modules)

» Compute node management processors:

— Integrated Management Module (IMMv2) for intel-based servers
— Flexible Service Processor (FSP) for POWER-based servers

IBM Flex System Manager (FSM)

FSM is a highly integrated management device that offers single-system management across
physical and virtual resources. It provides complete control of IBM Flex System components
and features. It offers the following capabilities:

» Virtualization management
» Resource allocation and control
» Network and storage control

More information regarding IBM Flex System Manager can be found at 3.3.1, “Overview of
IBM Flex System Manager (FSM)” on page 113.
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IBM Flex System Chassis Management Module (CMM)

CMM is the default integrated platform for managing a single IBM Flex System Enterprise
Chassis. It occupies one of the two chassis management bays on the rear of the chassis.
A second module can be installed for redundancy.

More information regarding IBM Flex System Chassis Management Module can be found at
3.2.1, “Overview of IBM Flex System Chassis Management Module” on page 90.

I/0 modules (switch modules)
I/O modules contain the internal management interfaces and Inter-Integrated Circuit (12C) for
management. They can be managed by the IBM Flex System Manager, IBM Flex System
Chassis Management Module, command line interface (CLI), web interface, IBM System
Network Element Manager (SNEM), or any third-party SNMP-based management tool.

Compute node management processors
There are two types of compute nodes in an IBM Flex System:

» For IBM x86 (intel-based) compute nodes, the management interface is IMMv2, which is a
powerful management interface providing control at node-level.

» For POWER compute nodes, the Flexible Service Processor (FSP) provides a
serial-over-LAN (SOL) interface for performing common management tasks on the node.

Table 3-1 gives an overview of system management capabilities of these hardware
management devices.

Table 3-1 System management

IBM Flex System Manager

IBM Flex System Chassis
Management Module

» Remote access by browser

» Multi-Chassis Rack
Management

» Configuration and Updates

» Network Configuration
Manger

» Service & Support Manager

» Virtualization Management
(VM Control)

» Active Energy Manager

» Local Console for Chassis
Management

» Remote control for compute
nodes

» Aggregation point for
chassis

» Integrated Remote Chassis
Management

» Power and Thermal
Management

» Internal Chassis Network
with Management packet
forwarding

» Web, CLI, SNMP, CIM-XML

» CMM redundancy (optional
additional CMM)

» RAS, FFDC, Service
&Support, Chassis Event
Logs

IMMv2 / Flexible Network Switch

Service Processor

» Remote Presence » Power, Thermal
(CLI/video/USB) sensing

» Powerand Thermal | » Update
Management. Management

» Inventory, Fault » Inventory, Fault
detection detection

» Update » Configuration
Management Management

» Configuration » RAS, FFDC
Management (First-failure data

» RAS (reliability, capture), Logs
availability, » SNMP, CLI, Web,
serviceability), other proprietary
FFDC (First-failure protocols
data capture), Logs
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3.1.2 IBM Flex System storage management

The IBM Flex System offers strong storage management capabilities that allow you to gain
advanced functionality with storage nodes in your system while also taking advantage of your
existing storage infrastructure through advanced virtualization.

Storage management features
An IBM Flex System includes these advanced storage management features:

» Automated discovery and inventory: Physical seating of Storage Node triggers discovery
and inventory, automatically adding it to IBM Flex System Manager.

» Intelligent storage provisioning: This feature provides integrated storage allocation.

» automated firmware update: Update Manager provides firmware level compliance
monitoring and management.

» Integrated event monitoring: Seamless visibility to events and status is provided.

» Automatic credential exchange: The Storage Node’s initial credentials are set by IBM Flex
System Manager.

IBM Flex System V7000 Storage Node

IBM Flex System V7000 Storage Node is physically and logically integrated into an IBM Flex
System. IBM Flex System V7000 Storage Node is designed on the industry-leading storage
virtualization and efficiency capabilities of IBM Storwize V7000 by simplifying and speeding
deployment, and providing greater integration of server and storage management to
automate and streamline provisioning for greater responsiveness to business needs and
lower overall cost.

IBM Flex System V7000 Storage Node is an Integrated storage system with advanced
storage efficiency capabilities, which include Thin Provisioning, FlashCopy, Easy Tier,
Real-time Compression, and Non-disruptive Migration. It offers external virtualization for rapid
data center integration, Metro and Global Mirror for multi-site recovery, scalability up to 240
small form-factor (SFF) drives (HDD and SSD), and clustered systems support up to 960
drives.

IBM Flex System V7000 Storage Node simplifies storage administration with a single user
interface for all your storage with a management console that is integrated with the
comprehensive management system. The enhanced management capabilities allow you to
virtualize third-party storage with non-disruptive migration of the existing storage
infrastructure. Intelligent tiering provides the advantage of balancing high performance and
cost for your storage needs. It also protects data for business continuity and disaster recovery
with built-in local and remote replication and snapshot functions.

IBM Flex System V7000 Storage Node enhancements include physical chassis plug-and-play
integration, automated deployment and discovery, integration into Flex System Manager
Chassis Map, and FCoE optimized offering in addition to FC and iSCSI.

For storage management, the IBM Flex System V7000 Storage Node system can have two
management IP addresses:

» One for the 1-Gb/s internal management network (required)
» One on the first 10-Gb/s Ethernet port in the configuration node canister (optional)
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3.1.3 Storage management interfaces

The IBM Flex System storage infrastructure contains a variety of management interfaces that
can be classified into four distinct levels based on their level of depth and detail in
management capabilities:

Starting Level: IBM Flex System Manager Chassis Map

The IBM Flex System Manager offers a Chassis Map, which is the single point of
management and starting point for IBM Flex System. It allows for physical navigation through
the entire system, as shown in Figure 3-1.

&

-2 B-@-C- 2

Figure 3-1 FSM Chassis Map
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Upper Level: IBM Flex System Manager Storage Control

Higher level data center management can be achieved using the IBM Flex System Manager
Storage Control feature. It provides integrated management with a Systems and Storage
perspective. Using Storage Control, you can manage storage across your data center
connected to the IBM Flex System, and also map connections between servers, switches and
storage. Storage Control is shown in Figure 3-2.

Storage Management

Storage Management

This pages shows a summary of the storage in your environment based on the last discovery and inventory process.

IBM Flex System Manager Storage Control

' Running

(7) Why isn't IBM Flex System Manager Storage Contral “running
U ¥ g g

Capacity Summary

W 1697 GB Tetal configured capacity (to volumes) Storage Tasks

B 7489 GB Total available capacity (for volumes) Server to Storage Mappin

rage to Server Map W
View and Manage Storage Volumes

View and Apply Storage Templates

"Actual available capacity
may be less due to RAID
overhead

Capacity Details

Location Available GB Usable GB RAW GB Systems Disk Drives
Local Storage 0 67 i) 2 E)
BladeCenter Storage 1] 1] o o 1}
Network Storage 7489 9119 9120 1 4
Total 7489 9186 9120 3 7
Storage system not being discovered? Learn more

Figure 3-2 IBM Flex System Manager Storage control
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Detailed Level: IBM Flex System V7000 Storage Node User Interface

This interface is inherent in every IBM Flex System V7000 Storage Node. It allows for detailed
disk setup (RAID arrays and LUNSs). All the advanced disk features such as Easy Tier,
Mirroring, Clustering, and Virtualization can be configured using the IBM Flex System V7000
Storage Node User Interface. Figure 3-3 shows the IBM Flex System V7000 Storage Node
interface.

TBM Flex System V7000

‘Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Monitoring > System Details ~
@ Refresh = Adtions + | D
[ELY | Flexsystem v7000
- @& Encl
@ Driv
= C
System 1D 0000000020800148
@ Software Version 7.1.0.0 (build 78.6.1304090000)
éj General
Name FlexSystem_v7000 =
i{ i) 0000000020800148
l_’ Lacation Lacal
Capacity
&"‘- Total MDisk Capacity 1.50 T8
24 Capacity in Pools 1.50 TB
% Capacity Allocated to Volumes 400.00 GB
Total Free Capacity 1.20 7B
Total Volume Capacity 200.00 GB
Total Volume Copy Capacity 400.00 GB
Total Used Capacity 400.00 GB
Total Overallocation 25%
Total Drive Raw Capacity 3.00TB L4
| T R YT Y oo Fass —

Figure 3-3 IBM Flex System V7000 GUI - System Details

For further details on management of an IBM Flex System V7000 Storage Node, see
Chapter 5, “IBM Flex System V7000 Storage Node GUI interface” on page 189.
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3.2 IBM Flex System Chassis Management Module (CMM)

The IBM Flex System Chassis Management Module (CMM) is a hot-swap module that
configures and manages all installed chassis components. The chassis comes with one IBM
Flex System Chassis Management Module in the CMM bays.

The IBM Flex System Chassis Management Module auto-detects and manages the hardware
of the entire IBM Flex System Enterprise Chassis. It communicates with the management
controller in each node (IMMv2 in intel processor-based computer nodes, FSP in power
Power7 processor-based nodes), along with the management applications of storage node
and 1/0 modules to provide centralized system monitoring and management.

3.2.1 Overview of IBM Flex System Chassis Management Module

The IBM Flex System Chassis Management Module (CMM) gives control over the IBM Flex
System at the chassis level, simplifying installation and management of your installation.

The CMM is central to the management of the chassis, and is required in the IBM Flex
System Enterprise Chassis. One CMM comes standard with the chassis. There are two CMM
bays in the chassis, giving the user an option to add a second CMM for redundancy.

Through an embedded firmware stack, the CMM implements functions to monitor, control,
and provide external user interfaces to manage all chassis resources. Here are the key
functions of the IBM Flex System Chassis Management Module:

v

Single-chassis management

Initial setup configuration wizard from http/s interface
Detailed system health status for components, along with suggested recovery actions
Chassis level hardware inventory management
Chassis configuration and validation

System and component status information
Component LEDs states and controls

Event handling and notification

Hardware access states

Fan status and control

Thermal management and monitoring

Power management and control

Switch modules - monitor and control access
Security features and policies

Service data collection and Call Home services
Configuration backup and restore

Firmware updates

Low level service processor resets

Nodes and I/O module configuration and management
Diagnostics

Network management

Chassis and compute node initialization

YYYYYYYYYYYYYVYVYVYVYVYYVYYVYY

Tip: The IBM Flex System Enterprise Chassis supports up to 84 local CMM user accounts,
and allows up to 32 simultaneous sessions.
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Management interfaces

The IBM Flex System Chassis Management Module allows two user interfaces to perform
management functions:

» The IBM Flex System Chassis Management Module web-based graphical user interface
(GUI) provides a way to perform CMM functions within a supported web browser. This
user interface is a program that is part of the firmware on IBM Flex System Chassis
Management Module.

» The IBM Flex System Chassis Management Module command-line interface (CLlI)
provides direct access to IBM Flex System management functions as an alternative to
using the web-based user interface.

The CMM CLI (SSH/Telnet) Web and SNMP management interface is accessible remotely
over a Ethernet network. No crossover cable is required to connect to CMM if a local PC is
used, as CMM performs automatic media dependent interface crossover.

Web-based Graphical User Interface (GUI)

The IBM Flex System Chassis Management Module web interface communicates with the
management program to perform chassis management tasks:

Controlling the chassis, compute nodes, and other components

Defining login IDs and passwords

Discovering other chassis on the network and enabling access to them
Accessing and configuring I/0O modules

Monitoring the status of the compute nodes and other components

Selecting recipients for alert notification of specific events

Using a remote console for the compute nodes

Changing the startup sequence in a compute node

Configuring security settings such as data encryption and user account security

VVYyYVYVYYVYVYYVYY

For detailed overview of the IBM Flex System Chassis Management Module web-based user
interface, visit the following website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.cmm
.doc/cmm_user_guide.html

Command-line interface (CLI)

Using the IBM Flex System Chassis Management Module command-line interface (CLI), you
can issue commands to control the power and configuration of the CMM and other
components that are in an IBM Flex System Enterprise Chassis.

The command-line interface also provides access to the text-console command prompt on
each compute node through a Serial Over LAN (SOL) connection.

Access: You can access the CMM CLI through a direct serial or Ethernet connection to the
CMM, through a Telnet connection to the IP address of the CMM, or through a Secure
Shell (SSH) connection to the CMM.

You can find detailed reference information about using the command-line interface at the
following website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.cmm
.doc/cmm_c1i_guide.htm
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3.2.2 Accessing the CMM

After initial connection, you need to configure the IBM Flex System Enterprise Chassis and its
components for your operating environment. When the chassis is started, all installed
components will be discovered and the vital product data (VPD) of each component is stored
in the IBM Flex System Chassis Management Module.

Introduction to the CMM

The CMM will automatically configure the remote management port of the CMM so that you
can configure and manage all of the chassis components. By default, the CMM is configured
to respond to Dynamic Host Configuration Protocol (DHCP) first before using its static IPv4
address. It has the following default settings:

IP address 192.168.70.100

Subnet 255.255.255.0
User ID USERID (all capital letters)
Password PASSWORD (all capital letters, with a zero instead of the letter O)

Tip: The client computer that you connect to the CMM must be configured to operate on
the same subnet as the CMM. The IP address of the CMM must also be in the same local
domain as the client computer.

The default information, MAC address, and IPv6 link-local address is available in the network
access card attached to all new CMMs, as shown in Figure 3-4.

Front
DHCP is MAC Address (Last 12 characters)
gl MWk R kkk Xk kK K]
Q Default Hostnarf{éi
IPv6 Link Local Address (LLA):
Rear
Network Default Information: URL: https://192.168.70.100 |
access tag User Name: USERID
C‘ Password: PASSW(?_RZ[E)RO
N . .
W Securg connecton e[ NI MNTUND

Figure 3-4 Network Access Tag

Tip: The default security setting is secure, so HTTPS is required to connect to the CMM.
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Logging in to the CMM
The following section gives step-by-step instructions regarding logging in to the CMM:
1. Open a web browser, and type in the IP address of the CMM.

2. At the Login panel, enter your User name and Password, and set the Inactive session
time-out value, as shown in Figure 3-5.

IBM Chassis Management Module

User name:
| USERID| |

Password:

< PISEWRa>

Inactive session timeout
no timeout

Use automatic refresh
no refresh

[Login |

Licensed Materials - Property of IBM Corp. © IBM Corporation and other(s) 2013. IBM is a registered
trademark of the IBM Corporation in the United States, other countries, or both.

Figure 3-5 IBM Chassis Management Module Login panel

An Initial Setup wizard starts automatically the first time you access the web interface of a
new CMM or a CMM that has been reset to its default settings. For more information

regarding initial setup of the CMM, see Implementing Systems Management of IBM
PureFlex System, SG24-8060.

3. After a successful login, CMM opens the default view showing the Chassis Map, as
depicted in Figure 3-6.

IBM Chassis Management Module

USERID  Settings | Log Out | Help

& System Status | Multi-Chassis Monitor  Events »  Service and Support = Chassis Management ~ Mgt Module Management ~  Search. . .

Tue, 11 Jun 2013 15:16:38

ITSO Chassis | change chassis name | | System Information

Chassis | Active Events

Table View

Figure 3-6 IBM Flex System Chassis Management Module
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Disclaimer: In Figure 3-6, and also in some preceding figures, you might find a yellow
exclamation point on the top left of the CMM interface along with yellow boxes around
some components, indicating a error condition. The reason for this visual discrepancy is
that the various components of the chassis were being tested during the time of writing of
this book.

3.2.3 Viewing and configuring IP addresses of chassis components

94

Due to the increasing demand for Remote Access to IT equipment over networks, being able
to easily view and configure IP addresses of devices in a solution is of a great advantage to IT
Administrators and Users. The IBM Flex System IBM Flex System Chassis Management
Module gives options to conveniently find the IP information of all chassis components in a
single view, and gives the ability to easily configure the networking options for a device.

» In IBM Flex System Chassis Management Module web-interface, a dedicated option is
given in the top-level menu item: Chassis Management — Component IP information
as shown in Figure 3-7.

Chassis Management = | Mgt Module Management - Search. . .

Chassis Properties and settings for the overall chassis
Compute Nodes Properties and settings for compute nodes in the chassis
Storage Nodes Properties and settings for storage nodes in the chassis
1/0 Modules Properties and settings for IjQ Modules in the chassis
Fans and Cooling Cooling devices installed in your system

Power Modules and Management Fower devices, consumption, and allocation

Component IP Configuration Single location for you to view and configure the various IP address setting of chassis components

Chassis Internal Network Provides internal connectivity between compute node ports and the internal CMM management port
Hardware Topology Hierarchical view of components in your chassis
Reports Generate Reports of hardware information

Figure 3-7 Component IP configuration
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» A window opens, giving a single location to view the IP addresses of various chassis
Components. If you want to view the IP address of a certain component instantly, you can
just scroll the mouse pointer over the View option. This action opens a pop-up window that
shows the IPv4 and IPv6 addresses of that device, as shown in Figure 3-8.

I/O Modules
Bay Device Mame
1 Ethernet Sc3E
2 Ethernet ScSE
3 IBM FC3171 8Gb SAN Switch
4 IBM FC3171 8Gb SAN Switch

Compute Nodes
Bay Device Mame
12 H240-bay 1

Storage Nodes

Bay Device Mame
1-4:1 Storage ITE Mgm
1-4:2 Storage ITE Mgm
5-81 nodel

B-8:2 nade0 (left)

Component IP Configuration

Configure IPv4 and IPvE address information for the components below,

IPv4 Enabled
Yes
Yes
Yes

Yes

IPv4 Enabled

Yes

IPv4 Enabled
Yes
Yes
Yes

Yes

IP Address
View
WView
View

View

1Pv4 Addresses

192.168.70.101
9.37.117.25
9.,37.117.23

IPA 9.37.117.26

Vie¥ 1pv6 Addresses
fd55:faaf:elab:100d:5ef3:fcff:fef:11a4
00
feB0::5ef3:fcf:fesl1124
IP A
Vie
Vie‘%

View

Close

View

Figure 3-8 Component IP Configuration view
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» To configure the IP address of a certain chassis component, click the component
(under Device Name), as shown in Figure 3-9.

IP Address Configuration Storage ITE Mgm x

General Setting IPv4 IPvE

Current IP Configuration

Metwork Interface ethi

Configuration Method  Try DHCP server, if it fails use Static IP Configuration
IP Address 192.168.70.102

Subnet Mask 255.255.255.0

Gateway Address 0.0.0.0

Change IP Configuration

Configuration Method Try DHCP server, if it fails use Static IP Configuration

MNew Static Address Information

IP Address 9,37.117.25

Subnet Mask 235.255.2535.0

Gateway Address 0,37.117.1|
Apply

Close

Figure 3-9 IP Address Configuration

You can also view and configure IP addresses using IBM Flex System Manager as well as the
node-specific management controllers.

There are numerous functions and features offered by the IBM Flex System Chassis
Management Module that are beyond the scope of this publication. However, we cover the I/O
module access features in the next section, due to its relevance with storage management.

For detailed information regarding IBM Flex System Chassis Management Module
configuration capabilities, visit the following website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.cmm
.doc/cmm_ui_config_the_cmm.htm]

Or, see Implementing Systems Management of IBM PureFlex System, SG24-8060.

3.2.4 Accessing I/0 modules using CMM

The IBM Flex System Chassis Management Module performs end-to-end management of all
components in the solution. It allows many functions and features that can be performed on
I/0 modules, as well as giving access to platform-based management interfaces of the
modules for in-depth management.
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http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.cmm.doc/cmm_ui_config_the_cmm.html

To access the properties and configuration of /O modules through IBM Flex System Chassis
Management Module, click Chassis Management — I/O Modules, as shown in Figure 3-10.

Chassis Management = | Mgt Module Management » | Search. . .

Chassis Properties and settings for the overall chassis
Compute Nodes Properties and settings for compute nodes in the chassis
Storage Nodes Properties and settings for storage nodes in the chassis
1/0 Modules Properties and settings for I/0 Modules in the chassis
Fans and Cooling Cooling devices installed in your system

Power Modules and Management Power devices, consumption, and allocation

Comp t IP Confil ion Single location for you to view and configure the various IP address setting of chassis components
Chassis Internal Network Provides internal connectivity between compute node ports and the internal CMM management port
Hardware Topology Hierarchical view of components in your chassis

Reports Generate Reports of hardware information

Figure 3-10 CMM - Accessing I/O modules

The next view shows the available I/O modules in IBM Flex System. It also gives options to
Power and Restart the modules as well as the Actions that can be performed on them, as
shown in Figure 3-11.

- 1/0 Modules

| Power and Restart « | | Actions = |

Device Name Health Status Bay Power Serial Mumber
10 Module 1 [E4 Normal 1 On YO50NB22F02P
10 Module 2 [i4 Normal 2 On YO50NB22F02)
10 Module 3 [E4 Normal 3 On YK5022181000
10 Module 4 [i4 Normal 4 On YK502218H011

Figure 3-11 Viewing I/O modules in CMM

Clicking an I/O module (Device Name) opens up a window showing its properties, click on
hardware Tab to see this properties as you can see in Figure 3-12.

I/O Module Properties
Events General Hardware Firmware Power 10 Connectivity | Port Info LEDs
- 3 10 Modules
~$3-10 Module 4
| 3 10 Module 4
Bay 4
Device Name 10 Module 4
Type 10 Module
Bay Type 10 Module
Product Name IBM Flex System FC3171 8Gb SAN Switch
Bay Width 1
Module Description IBM FC3171 8Gb SAN Switch
Part Number Q0Y3582
(Aol | Cancel |

Figure 3-12 Properties of an I/O module device
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The Properties window has multiple tabs, showing detailed information regarding the module.
Click the 10 Connectivity tab to view the connectivity details between the 1/0 module and the
compute nodes in the IBM Flex System, as shown in Figure 3-13.

I/O Module Properties

Events General Hardware Firmware Power 10 Connectivity | Port Info LEDs
Displays the compatibility details for the selected compute node and the 10 modules it is internally wired to.
i Module Bay | Module Module FabricType | Compatibility Status
Power

ITE1-2 on Mot installed Unknown

ITE2-3 on Mot installed Unknown

on Mot installed Unknown

ITE 4 nia Mot installed Mo Blade

ITES nia Mot installed Mo Blade

ITEG nia Mot installed Mo Blade

ITET nia Mot installed Mo Blade

ITE& nia Mot installed Mo Blade

ITES nia Mot installed Mo Blade

ITE10 nia Mot installed Mo Blade

ITE1 on Mot installed Unknown

ITE12 nia Mot installed Mo Blade

ITE13 nia Mot installed Mo Blade

ITE 14 on Mot installed Unknown

Figure 3-13 10 Connectivity status of an I/O module

To open the Module-specific Management interface, click the /O Module wanted, then the
Actions drop-down button, as shown in Figure 3-14.

% I/O Modules

Power and Restart = || Actions =

Device Mame Restore Factory Defaults Bay Power = Serial Number
10 Module 1 Send Ping Reguests 1 on YOS0MNB22F02P
10 Module 2 Launch IOM Console Q 2 on YO50NB22F02]
¥ '-I(-]-I;d-o-d-u-l-e-é ----------- E 4 Mormal 2 on YK5022181000
“I(-]-I;d-o-d-u-l-e-;t ------------ [ Mormal 4 on YK502218H011
Launch IOM Console x

Interface IP:|/9.37.117.157 -

Protocol: \HTTP

Launch || Close

Figure 3-14 Launching IOM Console by CMM

The drop-down menu gives the option to select HTTP or HTTPS protocol. In case of most I/O
modules, HTTPS might need to be selected. It will result in execution of the Switch Modules
platform-level management interface.
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3.2.5 Managing storage using IBM Flex System Chassis Management Module

After completing initial setup, a subsequent login into CMM opens the System Status page.
The top of the page identifies the current user and contains a Settings menu and Log Out
option, as shown in Figure 3-15.

IBM Chassis Management Module USERID Settings | Log Qut | Help

/¥ | System Status | MultiChasss Montor Events v  Service and Support ~  Chassis Management » Mgt Module Management + | Search, . . Tue, 11 Jun 2013 15:16:38
ITSO Chassis ["Change chassis name | | System Information +

Chassis Active Events

Table View

Figure 3-15 IBM Chassis Management Module Chassis Map

The System Status shows the view of Chassis, front and back. It also shows health status of
the individual physical components.

Tip: Except for the top menu items, the remaining content of the System Status page and
other web interface pages will vary according to the type of IBM Flex System Enterprise
Chassis that you are using and the firmware versions and options that are installed.

Moving the mouse over the selected component and clicking opens a pop-up window that
lists its name, location, and FRU number, as shown in Figure 3-16.

ITSO Chassis | Change chassis name | | Systern Information = |

Chassis Active Events

Table View

Storage Control Enclosure
Canister 2 (right)

Mame Storage ITE Mgm
Bay 1-4:2

Status 4 Mormal

Maodel 4939449

Serial number  YM11BG22F01B

Figure 3-16 CMM chassis view - component pop-up
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When you double-click a component, details about it emerge in the lower part of interface.
Depending on the component, one or more tabs show information regarding hardware,
firmware, events, and other information. An example is shown in Figure 3-17.

ITSO Chassis | Change chassis name | | System Information ':

Chassis Active Events

Table Yiew

Management Module

Name SN#Y0D34BG16F001
Bay 1

Status [ Normal

- FRU serial number  Y034BG16F001
Role Primary

Firmware 2PET14]

Details for Management Module 'SN#Y034BG16F001'

Events Hardware Firmware LED

Sevent-y ----------- Source Sequence # Date EventID Message
[l Informational Audit 3163ADFB Today 03:00 PM 0000007A Login successful. User ID USERID from Web at IP address 9.37.117.192.
Informational Audit 3163ADFA Today 02:57 PM 00015902 MNode 10 powered off by user ID USERID from Web at IP address 9.44.139.83.
Informational SERVPROC 3163ADFO Today 02:57 PM 35010002 Certificate Authority issued a certificate with a subject common name of 9.37. 117 214

Figure 3-17 CMM - Details of the selected Chassis component

The System Information (blue) button, which is located above the graphical representation of
the Chassis, gives a quick view of the selected component’s information.
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The quick view includes part information, serial number, health and temperature, and unique
identity (depending on the component), as shown in Figure 3-18.

IBM Chassis Management Module

.& System Status | Multi-Chassis Monitor  Events »  Service and Support v Chassis Management + Mgt Module Management = | Search. . .

ITSO_ChaSSiS [ change chassis name | h%ystem Information V:

Chassis Active Events

Table View

System Information Quick View

Name K Value
Chassis Name ITS0_Chassis
Machine Type/Model TB89392X
Machine Serial Number 100082A
UuID BF42 B31A 5669 4DAF 9525 95C8 5B9F 3E8F
Ambient Temperature 26.00
Identify LED Off Change
Checklog LED Off
Fault LED On
Details for Management Module 'SN#Y| [cose |
Events Hardware Firmware LED
Severity Source Sequence # Date Event D Message
Informational Audit 3163ADFB Today 03:00 PM 0000007 A Login successful. User ID USERID from Web at IP addr
Informational Audit 3163ADFA Today 02:57 PM 00015902 Made 10 powered off by user ID USERID from Web at IF

Figure 3-18 CMM - System Information Quick View
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Selecting a component also opens up an Actions frame, which lists the actions that can be
performed on that particular IBM Flex component, as shown in Figure 3-19.

IBM Chassis Management Module

/L\. System Status | Multi-Chassis Monitor  Events = Service and Support = Chassis Management » Mgt Module Management 4

ITSO Chassis | Change chassis name | | System Information ~

Chassis Active Events

Table View

Actions for Canister 2 (right) [Storage ITE Mgm]
Power on
Power off (Controller will shutdown 0S5)
Restart System Momt Processor
Launch Storage Node Console
Manage identify LED

Details for Canister 2 (right) 'Storage ITE Mgm'

Events General Hardware | Firmware Power Environmentals | 10 Connectivity LEDs

Figure 3-19 CMM - Actions for Chassis Component

In Figure 3-19, an IBM Flex System V7000 Storage Node canister is seen as selected (blue
rectangle around component). On the right-side of the Chassis rear view, there is a list of
Actions for the particular canister, which includes options to power on/off, restart the service
processor, launch the detailed IBM Flex System V7000 Management application, as well as
manage the identity LEDs on the component.

The area of GUI under the graphical representation of the chassis shows details regarding
the selected component. This includes very detailed information laid out in convenient tabular
format. The example in Figure 3-20 shows firmware information including its type, build
information, release date, revision, and role.

Details for Canister 1 (left) 'node01’

Events General Hardware Firmware Power Environmentals | IO Connectivity LEDs

MName Firmware Type Build 1D Release Date Revision Role
node01 WP 1A0033Y 1110912012 1.85 Primary
noded UEFI IEBFV 09/25/2012 092 Primary
node01 LIEFI YYYYYY AT Backup
node01 MP 1A00294 041272012 1.40 Backup
nodelq DSA Primary

Select Expansion Card: |Expansion Card #1

1 Firmware Type Release Date Version Active Image

Mo Data Available

Figure 3-20 Details regarding selected chassis component - Firmware tab
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With the advent of complex integrated IT solutions, sophisticated hardware with varying
power and voltage requirements get consolidated into a typical enterprise rack. To ensure
proper functioning of all the hardware, IT administrators have to ensure that all equipment
stays below the temperature, power, and voltage thresholds at all times. The IBM Flex System
Chassis Management Module web interface provides multiple views to facilitate monitoring
and notification of environmental and temporal indices.

Figure 3-21 shows the Environmental details of various components within selected chassis
hardware (storage node canister in this case). It shows the current values as well as the
thresholds set for these components.

Details for Canister 1 (left) 'node01'

Events General Hardware Firrmwware Power Environmentals | I0 Connectivity LEDs

Temperatures

Component Value Warning Shutdown Warning Reset

Inlet Temp 30.00°C (86 °F) 43.00°C (109.4 °F) 46.00 39.00 °C (102.2 °F)
PIB Left Temp 31.00°C (7.8 °F) 70.00 °C (158 °F) 89.00 66.00 °C (150.8 °F)
PIB Right Temp 32.00°C(B9.6 °F) 65.00 °C (149 °F) 75.00 61.00 °C (141.8 °F)
PCH Temp 59.00 °C (138.2 °F) 100.00 °C (212 °F) 110.00 96.00 °C (204.8 °F)
CPU Temp 45.00°C (114.8 °F) 76.00 °C (168.8 °F) 30.00 72.00 °C (161.6 °F)
Battery Temp 29.00°C (84.2°F) 50.00 °C (140 °F) 65.00 56.00 °C (132.8 °F)
DIMM 1 Temp 36.00°C (96.8 °F) 97.00 °C (206.6 °F) 105.00 93.00 °C (199.4 °F)
DIMM 2 Temp 36.00 °C (96.8 °F) 97.00 °C (206.6 °F) 105.00 93.00 °C (199.4 °F)

Figure 3-21 Canister properties - Environmental

The Environmental view also reports voltage value and thresholds, as shown in Figure 3-22.

Voltages
Source Value Critical
Planar 3.3V +3.36 (+2.96,+3.62)
Planar 5v +5,12 (+4.48,+5.49)
F'|EII'13I"12V --------------- J +12.43 (+10.78,+13.20)
F'IanarVEIAT ------------- +2.95 (+2.70,+3.18)
WVRM1 +115.75 nia

Figure 3-22 Canister properties - Voltages
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An important view for the storage canister is the /O Connectivity tab, which shows the fabric
information related to the 1/0 modules in the chassis, as shown in Figure 3-23.

Details for Canister 1 (left) 'node01’

Events General Hardware Firrmware Power Environmentals | 10 Connectivity LEDs

Dizplays the compatibility details for the selected compute node and the IO modules it is internally wired to,

i_l':p'l_o_d_tlll_e_ Elay_ Module Power  Module Fabric Type Fabric On Compute Mode Compatibility Status
101 1 On Ethernet Sc3SE Unknown oK
10M 2 on Ethernet ScSE Unknown oK
10M 3 On Fibre ScSE Unknown oK
100 4 Cn Fibre ScSE Unknown oK

Figure 3-23 10 Connectivity

Figure 3-24 shows the DC Power consumption for the component.

Details for Canister 1 (left) 'Storage ITE Mgm'

Events General Hardware Firmware Power Environmentals | I0 Connectivity LEDs
Power State On
Power in use Q2w

Minimum allocated power 730W
Maximum zllocated power  730W

Capabilities

+ Power metering

Consumption History

The chart below shows the DC power consumption for this compute node. The range of the vertical axis corresponds to the Maximum Power Allocated for this compute code.

Previous hour| ~ | Refresh |

730

&57

B

511

438

%5

DC Power (watts)

b

T
0358 10:00 10:08 10:20 1015 10:20 10:28 10:30 10:35 10:40 10:45 10:50

Avg -=-Min -e-Max
Poling Interval: 5 Minutes

Note: Based on the poling interval and the trend period selected, if the total number of data points returned cannot be clearly displayed due to the width of this chart, some data points may be omitted and the time periods between those
displayed may not match the chassis poling interval setting.

Figure 3-24 Power consumption of selected chassis component

The IBM Flex System Chassis Management Module web interface has a menu structure at
the top of each page that gives easy access to most management functions. One of the most
frequently used menu items, Chassis Management, shows properties, settings, and various
views and reports regarding the nodes, modules, and other components in the chassis.
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Figure 3-25 shows the optio

n that gives the hierarchical view of chassis components.

IBM Chassis Management Module USERID)

& System Status | Muft-Chassis Monitor  Events »  Service and Support +

Chassis Management = | Mgt Module Management = | Search. . .

Chassis

Compute Nodes

ITSO_Chassis

Active Events

[ Change chassis name | | System Information

Storage Nodes

Chassis 1/0 Modules

Table View

Fans and Cooling

Reports

Component IP Configuration
Chassis Internal Network

Hardware Topology %

Properties and settings for the overall chassis

Properties and settings for compute nodes in the chassis

Properties and settings for storage nodes in the chassis

Properties and settings for 1O Modules in the chassis

Cooling devices installed in your system

Power Modules and Management Fower devices, consumption, and allocation
Single location for you to view and configure the various IP address setting of chassis components
Provides internal connectivity between compute node ports and the internal CMM management port

Hierarchical view of components in your chassis

Generate Reports of hardware information

Figure 3-25 Hardware Topology view from Chassis Management menu

The Chassis Hardware Topology view provides very detailed information regarding all the
hardware in the chassis. It goes deep to the point where you can select individual drives,
batteries, and even expansion cards within a storage or compute node, as shown in

Figure 3-26.
Chassis Hardware Topology
- BB ITSO_Chassis -
+ @ Management Modules ITSO_Ch355|5
- mm Node Enclosure
- mm Node Enclosure 1
Bay 1
-| Storage Control Mode Canisters Device Name 1TS0_Chassis
- &= Storage ITE Mgm Type Chassis
Bay Type Chassis
=) [l Processors Product Name IBM Chassis Midplane
+ B Memory Bay Width 1
< ﬁ{ Expansion Card Module Description BladeCentar-X
i Machine Type/Model FBO392X
+ [ Battery _| PartNumber 88Y6660
= Storage ITE Mgm =|  FRUMNumber 81%2893
FRLU Serial Mumber Y130BG16L01Y
+ x Processors Machine Serial Number 1000824
+| [ Memory Manufacturer IBM (BG)
) Manufacture Date 2511
+ Expansion Card
@ : UuID BF42 B31A 3669 4DAF 9525 95C8 SBOF 3EBF
+| [J Battery Manufacturer ID 20301
= E Drive Product ID 336
. Hardware Revision 02.48
[ Drive 1
B orive 2
B Drive 3 Installed Devices
B Drive 4 —'  Device Mame Mumber of Bays Installed Devices
[ Drive s Management Modules 2 1
[ Drive s Mode Enclosure 14 2
E Drive 7 Compute Nodes 14 1
[ Drive 8 Power Modules B &
[ Drive 3 Cooling Devices 10 10
[ Drive 10 10 Modules 4 4
B Drive 11 T Dinmel OO Mmed 4 4

Figure 3-26 Chassis Hardware topology
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» From the top menu, select Chassis Management — Storage Nodes to view details
regarding storage nodes, as shown in Figure 3-27.

IBM Chassis Management Module USERTD)

& System Status | Multi-Chassis Monitor  Events »  Service and Support = | Chassis Management «~ | Mgt Module Management « | Search. . .

Chassis Properties and settings for the overall chassis
- P . Compute Nodes Properties and settings for compute nodes in the chassis
ITSO Chassis | Change chassis name | | System Information ~
- Storage Nodes [}S Properties and settings for storage nodes in the chassis
Chassis Active Events 1/0 Modules Properties and settings for I/ Modules in the chassis
Table View Fans and Cooling Cooling devices installed in your system

Power Modules and Management Power devices, consumption, and allocation

Component IP Configuration Single location for you to view and configure the various IP address setting of chassis components
Chassis Internal Network Provides internal connectivity between compute node ports and the internal CMM management port
Hardware Topology Hierarchical view of components in your chassis

Reports Generate Reports of hardware information

Figure 3-27 Chassis Management - Storage Nodes

The Storage Nodes view shows all the storage enclosures in the chassis, and gives options to
perform various actions on these, including power and restart options, as shown in
Figure 3-28.

.___ Device Mame Device Type Health Status Power Bay Bay Type Machine Type/Madel
Mode Enclosure 1 Storage Control Enclosure 1-4 Mode
Storage ITE Magm Canister 1 (left) ﬂ Marmal On 1-4:1 Sub-Node 4938449
Storage ITE Mgm Canister 2 (right) ﬂ Marmal on 1-4:2 Sub-Mode 4939449
Disk Drives Drive Drive

Figure 3-28 CMM - Storage Nodes - view of all enclosures

In the Storage Node view, you can select the column headers depending on how much detail
is wanted, as shown in Figure 3-29.

Device Mame Health Status Power Bay Bay Type Machine Type/Model
Mode Enclosure 1 _ Device Type 1-4 MNode
Storage ITE Mgm Can| [.4Health Status ﬂ Mormal on 1-4:1 Sub-Mode 4939449
Storage ITE lMgm can ;2:"“ @ Normal on 142  Sub-Node 493949
¥
Disk Drives Drivi .4 Bay Type Drive
Machine Type/Model
Mode Enclosure 5 Stor| 4 . 5-8 MNode
/O Compatibility
node0 Can /iy Attention On 5-8:1 Sub-Node 4939449
node01 (left) Can | Glose | @ Normal on 582  Sub-Node 4939449
Disk Drives Drive Drive

Figure 3-29 CMM - Storage Nodes view - columns
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The Actions menu gives options to manage identify LED of the selected enclosure, as shown

in Figure 3-30.

Storage Nodes

[ Power and Restart ~ | [ Actions ~ | [ columns ~ |

Device Name Launch Storage Mode Controller Console  Heg

{14 Node Endosure { Manage identfy LED .

enclosured Canister 1 (Ieﬂ}u ﬂ
MNode Identify LED x
Node Name LED Action
enclosure0l (Off) | on || Off || Blink |
[ oK |

Figure 3-30 Manage Identify LED

The IBM Flex System V7000 Storage Node User Interface is used for detailed-level
management and configuration of IBM Flex System V7000 Storage Node.

Click Actions — Launch Storage Node Controller Console, which will take you to the IBM
Flex System V7000 Storage User Interface, as shown in Figure 3-31.

Power and Restart Actions

Device Name

MNode Enclosure 1

ge ITE Mgm
ge ITE Mgm
Disk Drives

MNode Enclosure 5

Canister 1 (left)

Canister 2 (right)
Drive
Storage Control Enclosure

Canister 1 (left)

Canister 2 (right)

Drrive

Health Status Fower Bay Bay Type
1-4 MNode
Marmal On 1-4:1 Sub-Node
Mormal On 1-4:2 Sub-Mode
Launch Node Consaole x
Interface IP: |9.37.117.25
Context: | Cluster management interface

Protocol:  HTTPS

Temporary login credentials expire in 34 second(s)
if the Launch button is not clicked.

[ Launch || close |

Figure 3-31 CMM - Launch Storage Node Controller Console
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The next window is the IBM Flex System V7000 Storage Management application’s login
panel, as shown in Figure 3-32.

IBM Flex Svstem V7000

Storage Management (FlexSystem_... )

User Name: |

Password: |

Log in |E|

Figure 3-32 IBM Flex System V7000 Storage Node Login window

After logging in, you can use the IBM Flex System V7000 Storage User Interface directly to
perform the management tasks, as shown in Figure 3-33.

1BM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_v7000 > Monitoring > System Details ~

@t i

‘— If FlexSystem V7000 |
| @8 Enclosure 1
@ Drive Slots

FlexSystem_V7000

+| @@ Canisters.

@ System ID 0000000020800143
Software Version 7.1.0.0 (build 78.6.1304080000)

gj Name FlexSystem_V7000 3
ol 0000000020800148

l" Location Local

& Capacity

i,

Total MDisk Capacity 1.50 TB

e

W Capacity in Pools 1.50 TB

Capacity Allocated to Volumes  401.02 GB.
Total Free Capacity 1.20 TB
Total Volume Capacity 202.00 GB

Total Volume Copy Capacity 402,00 GB

Total Used Capacity 401.00 GB
Total Overallocation 25% (=
Total Drive Raw Capacity 3.00 TB i
[ S— TRV T — Q iekald) J — )

Figure 3-33 BM Flex System V7000 System Details

For further information regarding IBM Flex System V7000 Storage User Interface, see
Chapter 5, “IBM Flex System V7000 Storage Node GUI interface” on page 189.
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3.2.6 Data collection using CMM

The IBM Flex System Chassis Management Module offers various powerful options to pull
service information from the components in chassis. The Service and Support menu allows
the user to view a list of serviceable problems and their current status, enable and configure
electronic Call Home capability, review detailed status about CMM’s health and connectivity,
and generate as well as retrieve service data files from the chassis components.

To acquire service data from the Storage Node, you can perform the following steps:

» From the top menu, select Service and Support — Download Service Data, as shown
in Figure 3-34.

IBM Chassis Management Module

& System Status | Multi-Chassis Monitor  Events = | Service and Support = | Chassis Management = Mgt Module Management -

Problems Problems addressed by IBM Support, if you have enabled service and support to report problems.
- Settings Configure your system to monitor and report service events
ITSO ChaSS|S Change chassis name
- Advanced BIST, connectivity status, redundant status and service reset
Chassis Active Events Download Service Data Obtain a compressed file of relevant service data

Figure 3-34 CMM - Service and Support - Download Service Data

» The Download Service Data page gives four options. We pick the option, Storage Node
Service Data, as shown in Figure 3-35.

IBM Chassis Management Module

& Systemn Status  Multi-Chassis Monitor  Events »  Service and Support »  Chassis Management = Mgt Module Management » Search. . .

Download Service Data

Allows you to manually obtain the service data for your system. Mormally you would only do this at the request of IBM Support personnel.

Download Mgmit Module Data Mow || Send Mgmt Module Data to e-mail recipient || Compute Node Service Data || Storage Node\\)Senrice Data

Figure 3-35 CMM - Download Service Data from Storage Node
The next window gives three options to dump the Storage Node Service Data.

A description of all three options is also provided, so the user can easily choose the option
wanted.
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» In our case, we click the drop-down menu Dump Type: and then select Service Data.
Choose the option Initiate and Collect, which allows the storage node to initiate the
generation of a new dump file on the compute node and overwrite any existing file. The
CMM will then collect the dump file by transferring it from the node to the CMM file system,
as shown in Figure 3-36.

Dump Storage Mode Service Data

MNote that only some Storage Nodes support collection of detailed Storage Node service data.

Storage Mode to download data for:
Subchassis1:Nodel

Dump type:
Service Processor| =

B> | | service Processor
Service Data

Dump type:
Service Processor

Initiate
The Storage Mode will initiate the generation a new dump file on the Storage Node and overwrite any
existing file. This will not prompt you to download a file; you will need to obtain the dump file from the
Storage Mode by means other than the CMM user interface.

Collect
The Storage Mode will not generate a new dump file, since it is assumed that the user only intends to
transfer an existing dump file to the CMM filesystem, The user must determine, by means other than the
CMM UL, whether a dump file exists. When the file has been completely transferred, the fservice
directory will appear for viewing through the 'File Management' page. At this point, the file may be
obtained by FTP. Should there be any issue with the Storage Node-to-CMM transfer, a ‘Mot_available. txt'
file will be generated in the jservice directory with error details explaining the cause of the problem.

e Storage Mode will initiate the generation a new dump file on the Storage Node and overwrite any
existing file. The CMM will then collect the dump file by transferring it from the Storage Node to the CMM
filesystem. When the file has been completely transferred, the fservice directory will appear for viewing
through the 'File Management' page. At this point, the file may be obtained by FTP. Should there be any
issue with the Storage Node-to-CMM transfer, a Mot_available. txt' file will be generated in the fservice
directory with error details explaining the cause of the problem.

0K || Cancel

Figure 3-36 Initiate and Collect

» The system will prompt you for verification, indicate that operation is in progress, and then
its completion, as shown in Figure 3-37.

Storage Mode Service Data

@ Are you sure you want to proceed with this operation?

0K || Cancel

Progress

Please wait while the operation is completed... Compute Node Service Data

Operation completed.

Close

Figure 3-37 Status dialog boxes
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To view or delete files in the CMM local storage file system, select Mgt. Module
Management — File Management, as shown in Figure 3-38.

Mgt Module Management + | earch. . .

User Accounts

Firmware

Security

Network

Configuration

Properties

License Key Management
Restart

Reset to Defaults

File Management

Create and modify user accounts that will have access to this web console

View CMM firmware information and update firmware
Configure security protocols such as S50 and 55H

Metwork settings such as SNMP and LDAP used by the CMM
Backup current configuration and restore a configuration
Properties and settings such as Date and Time and Failover

Licenses for additional functionality

Restart the CMM. Typically only needed when experiencing problems

Sets all current configuration settings back to default values

View or delete files in the CMM local storage file system.
n

U

Figure 3-38 File Management

The File Management page shows the status of CMM’s local storage file system and the
CMM File Management menu, as shown in Figure 3-39.

IBM Chassis Management Module

& System Status  Multi-Chassis Monitor  Events »  Service and Support »  Chassis Management = Mgt Module Management «

Total space: 645.77 MB

o
L

[[Jused space - 52.34 MB

File Management

View or delete files in the local storage file system.

[ |Available space - 593.43 MB

| Go Up One Level || Delete Selected || Refresh |

Contents of: /
Name

Last Modified (in UTC-5) Size (bytes)

o/

IZiservice

|Castaging

[Chtftproot

| backup_20130516_191017.bkp

Thu May 16 15:10:21 20138338

| lbackup_20130516_191017.bkp.log

Thu May 16 15:10:21 20134141

| backup_20130527_151618.bkp

Mon May 27 11:16:21 20138898

| lbackup_20130527_151618.bkp.log

Mon May 27 11:16:21 20133922

| lsdc.taz

Thu May 23 13:16:43 2013 2193759

Figure 3-39 Management of local CMM file system
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The /service/ folder contains the file that contains the data dump, as shown in Figure 3-40.

File Management

View or delete files in the local storage file system.

Total space: 645.77 MB

// \\
II II
Iu : ]
\\‘. /.

[T]used space - 52.34 MB
| |Available space - 593.43 MB

Go Up One Level || Delete Selected || Refresh

Contents of: [service/
Name Last Modified (in UTC-5) Size (bytes)
= fservice/

Tues May 28 13:55:16 2013734500

[T4930A49_G23D00G1_imm2_130528-135813.t0z

Figure 3-40 Viewing service data in /service/ folder

The file containing a dump of service data is also copied in /tftproot/service/ for ease of
transfer, as shown in Figure 3-41.

File Management

View or delete flles in the local storage file system.

Total space: 645.77 MB

y. N
."llr \\
[ |
'-.\ w

A 4

[TJused space - 52.34 MB
[ |Availble space - 593.43 MB

Go Up One Level || Delete Selected Refresh

Contents of: /tftproot/service/

Name Last Modified (in UTC-5) Size (bytes) |

i [tftproot/service/
D4939A49_G23DDDGl_imm2_13U528—135813.tgz

Tues May 28 13:55:16 2013734900

Figure 3-41 Viewing service data in /tftp/service/ path

For more details regarding the IBM Flex System Chassis Management Module, visit the
following website:
http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.cmm
.doc/cmm_product_page.htm]
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3.3 Flex System Manager

The IBM Flex System Manager Node (FSM) is an advanced chassis management appliance
that provides the ability to manage up to four chassis. Also referred to as the Management
Node, FSM is based on an Intel-based x86 compute node that comes with preloaded
management software. FSM software contains a fully operational virtual infrastructure
management stack for managing multiple chassis from a single focus-point.

IBM Flex System Manager provides an instant and resource-oriented integrated view of
chassis and chassis resources, including compute and storage nodes as well as I/O modules.
It simplifies management by facilitating faster implementation, reconfiguration and
provisioning of server, storage and network resources. It acts as a single-point of support
across all assets and resources in IBM PureFlex Systems for the complete range of
management tasks, including service requests, incident handling and problem resolution, as
well as handling specialized management tasks in connection with security, performance,
resource allocation, and application version control, and so on.

Figure 3-42 shows the front view of an IBM Flex System Manager Node.

Figure 3-42 IBM Flex System Manager Node

Tip: The IBM Flex System Chassis Management Module provides control and information
on the storage hardware, while the IBM Flex System Manager additionally provides
configuration functionality.

3.3.1 Overview of IBM Flex System Manager (FSM)

The comprehensive management capabilities of IBM Flex System Manager (FSM) allows for
seamless and simplified storage management, virtualization, and networking.

Consolidating management and administration tasks into a single, consistent interface while
automating many tasks across various compute and storage nodes simplifies the job of
administrators to manage and configure servers, storage, network, and other resources.

Whole rack management of energy, power, cooling, and so on, reduces cost and cuts
downtime, while the systems operate at higher performance levels and are more consistent in
operation. The single interface eliminates the need of having different administrative support
and skills for each platform, thus reducing training costs.
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The IBM Flex System supports a secure policy by default to ensure a secure chassis
infrastructure, and a Legacy policy that offers flexibility in chassis security. All components run
the same security policy. A centralized security policy makes Enterprise Chassis easy to
configure. The system password is required by the management software to perform
system-management functions, such as enabling access to the local user registry. The
management software system password is specified when the management software is set
up initially, during the Management Server Setup wizard. For more information regarding
FSM initial setup, see Implementing Systems Management of IBM PureFlex System,
SG24-8060.

IBM Flex System Manager will auto-discover new and existing components, as well as
automatically initiate and perform set-up tasks. As part of this discovery process, IBM Flex
System Manager prepares and maintains complete, detailed front, back, and Chassis Map
views of each chassis as well as all physical compute nodes and virtual servers that exist in
the rack.

Management and control of the physical and virtualized infrastructure includes initiating the
detailed tasks required for full life-cycle management of virtualized devices, including their
creation, provisioning, configuration, operation and de-provisioning. It can build and maintain
a library of pre-defined virtual devices. This allows fast automated, on-demand adjustments in
server, storage and network capacities in response to changing business and operational
needs.

The built-in network provides a reliable and secure communications path for management
and inter-rack data sharing. Sophisticated network resource management moves the focus
from managing the network to managing the workload. The complete infrastructure is
managed to assure maximum workload performance. This allows for operational
environment-aware automated smart placement and provisioning of the workload itself. The
emphasis is on optimized, automated, integrated network control and management.

Here are various other significant characteristics of an IBM Flex System Manager:

» All basic and advanced functions come preloaded as an appliance.

» A real-time, multi chassis view of hardware components is presented with overlays for
additional information.

» Easy-to-use multi-chassis management capabilities are provided:

— Quick Start Wizards with automated discovery
— Advanced Remote Presence console across multiple chassis
— Centralized IBM Feature on Demand (FoD) license key management

» Integrated x86 and Power nodes, Storage, and Network management.

» Virtualization Management including resource pools.

» Robust Security (Centralized User Management, Security Policy, Certificates).

» Integrated LDAP and NTP servers for private management network.

» Active Energy Management.

» Active/Passive Failover to redundant FSM Appliance.

» Additional advanced management capabilities available through add-ons.

» Upward integration into Systems Director, Tivoli, other Third Party Enterprise Managers.

» Configuration Manager plug-ins (besides IBM Flex System Chassis Management
Module):

— Configuration of Chassis and Internal Switch Components
— Configuration of Compute Nodes

114 IBM Flex System V7000 Storage Node Introduction and Implementation Guide



»

Remote Presence:

— Login and take over Compute node from Administrators console
— Mount DVD drive remotely
— Perform Bare Metal Install remotely

Service and Support Management with Call-Home:

— Automatically detect and log HW problems
— Notify IBM directly of HW Outages

Required update of the default passwords after the initial setup.

Only secure communication protocols, such as SSH and SSL. Unencrypted protocols,
such as HTTP, Telnet, and SNMPv1, are disabled.

Certificates to establish secure, trusted connections for applications that run on the
management processors.

Strong password policies with automatic validation and verification checks.

For further details regarding IBM Flex System Manager features and capabilities, see
Implementing Systems Management of IBM PureFlex System, SG24-8060.

3.3.2 IBM Flex System Manager storage management features

IBM PureFlex offers interoperability with a wide range of storage subsystems.

IBM Flex System Manager overview
The system infrastructure has the following salient features:

>

>

IBM Flex System V7000 Storage Node: Integrated virtualized IBM Flex System Storage

IBM Flex System Storage Virtualization: Used to virtualize external storage for greater
data center efficiency and utilization (such as IBM Storwize V7000, IBM Flex System
V7000 Storage Node, and IBM SAN Volume Controller)

IBM Flex System Storage Interoperability: A broad set of IBM storage is supported with
IBM Flex System. Interoperability with 3rd party storage is also offered via virtualization

IBM Flex System FSM Storage Control, which offers the following:

Discovery and Inventory
Monitoring and Alerts
Configuration
Provisioning

IBM Flex System FSM Advanced, which offers the following features and functions:

— Integrated virtualization management across server, storage, network

— Image repository and management Storage provisioning for image creation,
deployment, and cloning

— System Pools

— Integrated management of storage in life cycle of defining and managing system pools

— Virtual Image Cloning

— Integrated storage provisioning and virtual image placement for new virtual machines
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The interoperability is illustrated in Figure 3-43.

IBM Flex System Chassis

QOther storage
Virtualization options

Storwize V7000

Py

IBMSVC

IBM Flex System
V7000
Storage Node

Via Storage
— Virtualization )

Direct ihteroperability
or via
‘Storage Virtualization

DS8100, X Storwize V7000 -
DS8300, DS3400, DS3500, DS4100, DS4200, EMC, HP, Dell

DS8700, DS4300, DS4400, DS4500, DS4700, DS4800,
DS8800 DS5020, DS5100, DS5300,N3600, N3700, DSE800

Includedin Base Director
Figure 3-43 Storage Interoperability

IBM Flex System Manager is the common management interface used in an IBM Flex System
for multi-chassis management. It offers features for simplified administration of storage along
with server and network management. The integrated storage management with Flex System
Manager offers simplified storage virtualization capabilities.
The following storage features are included in IBM Flex System Manager:
» Storage device discovery
» Showing relationships between storage and server resources
» Physical and logical topologies
» Configuration of physical and logical storage
» Viewing controller and volume statuses
» Setting notification alerts
» Integration with VM Control provides:
— Storage provisioning for virtual server image creation, deployment, and cloning

— Storage system pool lifecycle management, provisioning, and cloning actions within
the pool
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You can virtualize and manage the complete solution infrastructure using the IBM Flex
System Manager. Figure 3-44 shows an overview of FSM virtualization.
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Figure 3-44 Managing diverse IT infrastructure with storage

For further details regarding managing storage using FSM, see 3.3.7, “Managing storage
using IBM Flex System Manager” on page 143.

IBM Flex System Manager editions

The IBM Flex System Manager software contains a set of components that are responsible
for performing certain management functions. These components must be activated using the
available IBM Feature on Demand (FoD) software entitlement licenses, and they are licensed
on a per-chassis basis.

IBM Flex System Manager base feature set

The following functionality and features are available at this time in the IBM Flex System
Manager base feature set:

v

Support for up to four managed chassis, and up to 5,000 managed elements
Auto-discovery of managed elements

Overall health status

Monitor and availability

Hardware management

Security management

Administration

Network management (Network Control).Storage management (Storage Control)
Virtual machine life cycle management (VMControl Express)

I/O address management (IBM Fabric Manager)

VVYyVYVYVYVYVYYVYY
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IBM Flex System Manager advanced feature set

The IBM Flex System Manager advanced feature set offers all capabilities of the base feature
set plus the following features:

» Image management (VMControl Standard)
» Pool management (VMControl Enterprise)

IBM Fabric Manager (IFM)

IBM Fabric Manager (IFM) is available as a Feature on Demand (FoD) through the IBM Flex
System Manager management software. It is an easy-to-use server provisioning 1/0
management tool. Unlike performing deployment steps manually, the parameters are
configured automatically. IBM Fabric Manager monitors your data center and automatically
responds to server issues, which reduces the risk of server failures and downtime.

IFM offers the following enhanced features and functions:
» Automatic provisioning of I/O addresses.

» Pre-defined configurations of I/O parameters, such as MAC addresses for Ethernet, World
Wide Names and SAN boot targets - for up to 256 chassis or 3584 compute nodes.

» Provides I/O parameter and VLAN migration to standby compute nodes in case of
compute node failure and executes action plans based on triggered events.

» Monitors the health of compute nodes, and automatically (without user intervention)
replaces a failed compute node from a designated pool of spare compute nodes.

» Using an enhanced graphical user interface (GUI), creates addresses for compute nodes,
saves the address profiles, and deploys the addresses to the slots in the same chassis (or
in up to 256 different chassis).

IBM Fabric Manager enables you to quickly replace and recover compute nodes in your
environment. This is done by assigning Ethernet MAC, Fibre Channel WWN, and SAS WWN
addresses so that any compute nodes plugged into those bays take on the assigned
addresses, which enables the Ethernet and Fibre Channel infrastructure to be configured
once, and before any compute nodes are connected to the chassis.

After receiving a failure alert, IFM attempts to power off the failing compute node, reads the
IFM virtualized addresses and boot target parameters, applies these parameters to the next
compute node in the standby pool, and power on the standby compute node.

Additionally, you can create profiles for chassis that have not been installed in the
environment by simply associating an IP address to the future chassis.

You must configure the CMM to enable IFM access. The IFM configuration is chassis-based
and does not transfer with the physical CMM. When a CMM is moved to a new chassis, it
clears out its IFM configuration, and the IFM configuration must be reapplied on the new
CMM.

Important: You must set the TCP Command Mode Protocol on the CMM Web interface.
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There are minimum hardware and software requirements that the system must meet before
you can install or use IFM, which are documented in detail at the following website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.iof
m.doc/dwlli_creating_a_configuration_file_automatically.htm]

For information regarding how to install, configure, and use IBM Fabric Manager (IFM), visit
this website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.iof
m.doc/dwlli_advanced.html

3.3.3 Logging in to the IBM Flex System Manager Node

The following section gives step-by-step instructions regarding how to log in to the FSM:

1. Open a web browser, and type in the IP address of the FSM. Remember that depending
on the security style, it might be necessary to use https protocol.

2. At the Login panel, enter your User name and Password. Figure 3-45 shows the FSM

login page.
IBM Flex System Manager™
User ID:
USERID
Password:

Licensed Materials - Property of IBM Corp. IBM Corporation and other(s) 2008,
2012. IBM is a registered trademark of the IBM Corporation, in the United
States, other countries, or both.

Figure 3-45 IBM Flex System Manager login panel
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3. After a successful login, you are taken to the default Home page of IBM Flex System
Manager. Figure 3-46 shows the FSM Home page.

IBM Flex System Manager™ Welcome USERID Problems 0@ oy | Compliance @ o Help | Logout

k=

|| Home x (_Chassis Man.. - Select Action —- -

Check and Update Flex System Manager

Use these tabs to perform some initial setup tasks, view or activate plug-ins, perform administration tasks, and access additional information. ;
Information Center

Initizl Setup | Additional Setup @ Plug-ins Administration Applications Learn

Perform the following initial setup tasks to set up IBM Flex Systern Manager™ for the first time.

e
@ ] Check and Update Flex System Manager
3 Obtain and install updates for IBM Flex System Manager™. This vill require a restart of IBM Flex System Manager™.
[ Updates completad on May 24, 2013 3:27:12 PM.

@ @ Select Chassis to be Managed
L™ i ol chossic and Flex Systern Managers in your environment and select which to manage.

You are currantly managing 1 chassis. View chassis

LLLs

9\ £y Configure Chassis Components

Configure basic settings for chassis compenents including compute nodes, storage nodes, and /O modules.

@ Deploy Compute Node Images
S For Red Hat Enterprise Linux 6.2-5.2, Red Hat Enterprise Linux 5.2-6.3 with Kernel-based Virtual Machine (KWM) and VMware vSphere 5.1 with IBM Customization, you
E QP can deploy the image directly from the Flax System Manzger to System x computs nodes. To deploy other operating systems, or to deploy to System p compute
nodss, ses the link below for mors information.

(%) Learn more about deploying operating systems.
9 Update Chassis Components
Update chassis components including compute nodes, storage nodes, and I/O modules.

@) T Launch IBM FSM Explorer
H I8M FSM Explorer is an easy way to find and browse resources, monitor status and events, and lzunch manzgement tasks.

Figure 3-46 FSM - Startup Page

3.3.4 Overview of IBM Flex System Manager and IBM FSM Explorer

The new GUI on IBM Flex System Manager provides two interfaces, which we discuss in the
following sections.

IBM Flex System Manager
Next, we give a short overview on how to navigate around in the IBM Flex System Manager.

The home page, shown in Figure 3-46, has six tabs that help you with setting up and
administering the system:
Home tab Initial setup of the system

Additional setup tab Helps to complete initial setup and prepare IBM Flex System
Manager™ for production

Plug-ins tab Different functions added to the FSM, such as Storage and Network
control

Administration tab A collection of links to ease up configuration and administration

Applications tab Additional applications added to FSM for more functions, such as IBM
Fabric Manager

Learn tab Links to online education videos regarding the usage of IBM Flex
System
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The Chassis manager page has multiple functions, as shown in Figure 3-47.

IBM Flex System Manager™ ‘Walcome USERID

—
Home Chassis Man... % ' Storage Sys.. Active and ...

Help

--- Select Action ---

Lagou

Managed Chassis  Find: () Find = Task or Hardvare Re

| [search the table... | Search

Common Actions for: Enterprise
Chassis

Configuration Patterns
Configuration Details
Deploy Chassis Pattern
$ | Firmwars Date General
2013-05-24T19:22:24-04  1BM FSM Explorer
Inventory
Collact Invantory
Power On/Off
Restart CMM
Release Management
Show =nd Install Updates...
Remote Access
Remote Command Line
Service and Support
Submit service request

}  System Identification
LED Flash
LED Off

General Actions ¥

[

Select  Chassis Name & | Status £ Access #  Hardware ... $ | CMM IP £ | Compliance £ Firmvere ...
[l ent=reris= Chassl [l information  9.42.170.215,... [@ oK 1.0.16
Topology Perspectives »
Change Password
Configure CMM User Registry.
Creste Group
IBM FSM Explorer
Manage Time
Remove.
Rename...
| I
Add to »
M4 pagelofl bh |1 L Automation » 1
L Inventary »
Power On/Off »
r Release Management »
Details for Chassis: Enterpf = =7oi= Ace=s » Lrties
Restart »
General Active Status Security 3 7| Inventory H Service and Support H Configuration Patterns
System Configurstion 3
Type: System Status and Health 13 Additional Properties
Description: Service and Support » le=ie
IP Addresses: ——— fcff:fazs:adgs Support Files
IP Hosts:
Agent Time Zone Offset:
Manufacturar: 8M
Machine Type: 2731
Model: HC1
Serial Number: KQSX28V
Admin Server Type: CMM
Changed Date: Jun 3, 2013 9:50:40 AM
Chassis Sub Type: 1BM Flex System Enterprise Chassis
Chassis Type: Flax
Communication State: Communication OK

Figure 3-47 FSM chassis manager tab

This figure shows the FSM chassis manager window, whick offers the following functions:

» Clicking the chassis name opens IBM FSM Explorer, covered later in this section.

» The global search tab helps in finding tasks and hardware resources.

» The action tab gives you advanced configuration options of the chassis.

» The details section gives you detailed information regarding the chassis, such as eventlog

and inventory.
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In the FSM GUI, there is a small slide-out tab in the center-left of the interface. Clicking it
opens a menu, which shows a comprehensive list of functions that FSM offers. Figure 3-48
shows this FSM slide-out menu.

1EM Flex System Manager™

Wiew: All tasks

[ Remate Access

B Autemation

B Availabiliy

B Inventory

[ Relasss Managamant

B Security

[ System Configurstion
System Status and Health
[ Task Managemant

Settings

B Inventary Bl System Status and Health

III!M Flex System Manager™

Wiew: A tacks

[ Views

[l Relezse Management

[ Remote Access
B Task Management

B Autamation

B Sextings

B Systam Configuration

Slide-Out Menu —

Figure 3-48 FSM - Slide-out menu
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As seen in Figure 3-48, there are numerous enhanced features and functions that can be
easily preformed in the user-friendly FSM user-interface. For detailed information regarding
the IBM Flex System Manager web interface and management options, see the IBM Flex
System Manager Systems Management Guide, located at the following website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.directo
r.main.helps.doc/fsm_1 fqr0_bk_systm_mgmt.pdf

IBM FSM Explorer
This section gives you a short overview on how to navigate around in the IBM FSM Explorer.

IBM FSM Explorer has a horizontal pull-down menu, and a vertical menu. The horizontal
menu is divided into two menus, one in the top black frame, showing health and job status,
and the second in the blue frame, which guides you to different tasks and hardware
recourses.
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To get to IBM FSM Explorer, click Launch IBM FSM Explorer in the home tab of IBM Flex
System Manager. It will open IBM FSM Explorer in a new tab. Figure 3-49 shows the IBM
FSM Explorer home page.

IBM Flex System Manager™ ¥ Status (0) ¥ Jobs (0) USERID

Home ~ Systems ~ Monitor ~ Security ~ Utilities ~ Find a System or Task

Chassis

. @@ Al Compute Nodes

. mm Al Storage Nodes _@ Actions ~ Filte %
Chassis (1) ~| All Chassis

Managed Chassis

< M Enterprise Chassis Chassis Name A « | Hardware Status Problems Compliance CMMIP Firmware Level Firmware Date Open Bays
ccess

M Enterprice Chassis Mok [ information @ ok Bok 9.42.170.215, fe80:0:0: 1.0.18 May 24, 2013 7:22:24 F 7

&

Hosts and VSs (2)

&

Network (7)

Storage (2)

e

Favorites (0)

ﬁ,

All Systems (27)

When working in IBM FSM Explorer, it is important to know that some tasks will be opened in
IBM FSM Explorer, and other tasks will be opened in IBM Flex System Manager. When
choosing tasks in the horizontal menu, it will inform you if the selected task is opened in IBM
Flex System manager. Figure 3-50 shows how to identify where a chosen task will open.

IBM Flex System Manager™

Systems - Monitor - Security - Utilities ~

Dashboards Getting Started Summany Panes
.I .
IBM FSM Explorer Initial Setup ef' % . Opens in IBM Flex System Manager™
Quick Start Guides

Storage Control
Metwork Control

Senvice and Support

Har
IBM& FSM - Check for Updates

Figure 3-50 BM FSM Explorer - Tasks

IBM FSM Explorer - Important information: If you choose a task from the chassis
hardware map, or any other menu than the horizontal menu, you will not be informed if it is
opened in IBM FSM Explorer or in IBM Flex System Manager.
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Horizontal menu
The horizontal menu is divided into five pull-down menus, which are covered in this section.

The Home menu is divided into three groups:
» Dashboards takes you back to the main page.

» Getting Started gives you shortcuts to initial setup of the FSM and Quick Start Guides in
the InfoCenter.

» Summary Pages gives you shortcuts to Storage control, Network control, and the Service
and Support pages in IBM Flex System Manager.

Figure 3-51 shows the Home menu.

IBM Flex System Manager™

Home - Systems - Monitor ~ Security - Utilities -
Dashboards Getting Started Summary Pages
IEM FSM Explorer Initial Setup WMControl
Quick Start Guides Storage Control

Metwork Control
Service and Support

IBM& FSM - Check for Updates

Figure 3-51 IBM FSM Explorer - Home menu

The Systems menu is divided into three groups:

» Systems gives you shortcuts to all groups defined, the OS group, and Power systems
management. Power systems management shows all power systems recourses.

» Configuration takes you to the configuration patterns.
» Firmware takes you to Update Manager in the IBM Flex System Manager.

Figure 3-52 shows the Systems menu.

IBM Flex System Manager™

Systems ~ Monitor ~ Security ~ Utilities ~

Systems Configuration Firmware
' All Groups ef Configuration Patterns Show Updates
. All O5s

Power Systems Management
Chassis (1)

ﬁ Discover | Deploy Compute Mode Images Deploy Virtual Appliance

Figure 3-52 IBM FSM Explorer - Systems menu
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The Monitor menu is divided into five groups:

» Status gives you a shortcut to the Active Status page, showing open alerts, Event Log

page, and Service Problems page.

» Monitoring gives you shortcuts to the Monitors page and Threshold page, which allows
you to create thresholds and select which systems these thresholds should be used on for

monitoring.

» Compliance gives you shortcuts to Update Manager (Monitored Systems) and

Compliance policy page (Policies).

» Automation gives you shortcuts to the Event Automation Plans page, Event Actions page,
Event Filters page, and Command Automation page.

» Jobs gives you a shortcut to the Active and Scheduled Jobs page.

Figure 3-53 shows the Monitor menu.

IBM Flex System Manager™

Security - Utilities -

Home -
Status
Active Status

\. n m FventLoo
[l

- Service Problems
Chassis (1)

B

Hosts and VSs (2) Create Automation Plan

Monitoring
Monitors
Thresholds

Compliance
Monitored Systems
Policies

Automation
Flans
Actions
Event Filters
Command Definitions

Jobs
Active and Scheduled Jobs

Figure 3-53 IBM FSM Explorer - Monitor menu

The Security menu is divided into two groups:

» Permissions gives you shortcuts to Users and Groups, Roles, and Credentials, which are

used to give access and rights.

» Access takes you to Systems With No Access, which is recourses, which they have not

been granted access to.

Figure 3-54 shows the Security menu.

IBM Flex System Manager™

Home -~ Systems - Monitor - Security ~

Chassis r:“l‘
u =& All Compute N v
B8 4| Storage Mo "
Chassis (1)

-| All Chassis
* . Enterpris

-

Change Password

Utilities ~

Permissions
Users and Groups e
Roles
Credentials

Create User

Access
Systems With No Access

Figure 3-54 IBM FSM Explorer - Security menu
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The Utilities menu is divided into three groups as shown in Figure 3-55:

» Settings gives you links to the Auto-Rename page, which allows you to rename recourses;
the Service and Support page, which allows you to configure the system to automatically
report errors to IBM; and Server Auditing, which takes you to the Credentials page.

» Administration gives you links to Administration, Plug-ins, and Applications tab in the IBM

Flex System Manager Home page.

» User Preferences gives you links to FSM (Management Server) and Network

Management.

IBM Flex System Manager™

Home -~ Systems -~ Monitor ~ Security ~ Utilities ~

Chassis }
. e
l m@ Al Compute Nodes >

b8 Al Storage Nodes
Chassis (1) ~ All Chassis

ﬁ + [l Enterprise Chassis

Hosts and VSs (2)

-

Settings
Auto-Rename gf
Senvice and Support
Server Auditing

Administration
IBM& FSM Settings
Plug-ins
Applications

Back Up IBM& F3M

User Preferences
Management Server
Metwork Management

Figure 3-55 IBM FSM Explorer - Utilities menu

Vertical menu

The vertical menu has six images, which open different pages. These pages are covered in

the following section.

Figure 3-56 shows the vertical menu.
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IBM Flex System Manager™

Home ~ Systems ~ Monitor ~ Security - Utilities ~

W

Chassis (1)

&

Hosts and V3= (2)

&

Metwork (7)

Storage (2)

)

Favorites (0)

:

All Systems (27)

Chassis

@ Al Compute Nodes

b Al Storage Modes
- All Chassis

< [ Enterprise Chassis

Figure 3-56 IBM FSM Explorer - Vertical menu

The Chassis page gives you an overview of what is installed in one or more chassis, as

shown in Figure 3-57.

IBM Flex System Manager™

Home ~ Systems ~ Monitor ~ Security ~ Utilities ~

¥ Jobs (0) USERID

m or Task

y |

Chassis (1)

Hosts and Vs (2)

@

Network (7)

Storage (2)

)2

Favorites (0)

"

All Systems (27)

Chassis

=@ Al Compute Nodes

Al Storage Nodes

-| All Chassis

- .EmE!prSE! Chassis

1 esxinost 1
1 esxinost2
1 esxinost3
1 esxinost4
1 server7954-24x%-3N1077828
1 senver7054-44x8M1077E28

Hardware Map

:_l‘l‘l
o

L‘: Server=7954-24X-SN107

R-B RB-®-49- @&l

Table View

Enterprise Chassis - Summary

Problems: Mene (View Event Log)

Verify Connection Interval: Every 15 minutes

IP Hosts: cmm1.itso.ral.ibm.com

P 9.42 170.215, fe80:0:0:0:5ef3fcfffe25 2d85
Communication State: Communication OK

System Board UUID: 2CE84A86-292E-3D28-8C23-725C87DOETCT
Manufacturer:  IBM

Serial Number: KQ5X28V

Machine Type: 8721

ViewDetalls common Actions

Configuration Patterns
Configuration Details
Deploy Chassis Pattern

Inventory
Collect Inventory

Power On/Off
Restart CMK

Release Management
Show and Install Updates.

Remote Access

Figure 3-57 IBM FSM Explorer
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To get to the chassis map, click the chassis in the vertical menu in Figure 3-56 on page 127,

then click the chassis under the chassis list as shown here in Figure 3-58.

Chassis

=@ All Compute Modes
Wi Al Storage Nodes
- All Chassis

- [ enterprise Chassis %
||

Hardware Map

Table View|

name: [l Enterprise Chassis
Access: OK

status: [ information

Type: System Chassis
Description:  null

Server-7954-44X-SN1077E.
IP Addresses: 9.42.170.215, fe80:0:0:0:5ef3fcfife25:ed35 §

IP Hosts: cmm.itso.ralibm.com

Figure 3-58 IBM FSM Explorer home tab - chassis map
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The chassis view shows a map of the front and back with a graphical representation of the
components, as shown in Figure 3-59.

Hardware Map

Table View

]

P- 2 8- @-l0- B |

Enterprise Chassis - Summary View Details

€

Common Actions
Problems: Mone (View Event Log)

) ) ) Configuration Patterns
Venf:.r{:onnecnon_lntenra_l: Every 15 minutes Configuration Details
IP Hosts:  cmm.itso.ralibm.com Deploy Chassis Pattern
IP Addresses: 9.42.170.215, fe80:0:0:0:5ef3 fcfife25.ed85 .
Communication State: Communication OK Inventory

System Board UUID: 2CGB4AR6-292E-3D28-8C23-725CETDOETCT Collect Inventory

Manufacturer: [BM Power OniOff

Serial Number: KQ&aX2aV Restart CMM

Machine Type: 8721 Release Management
Show and Install Updates...
Remote Access

Remote Command Line
Service and Support
Submit service request
System Identification

LED Flash

Figure 3-59 IBM FSM Explorer chassis map

To get detailed information about the chassis and chassis components, click View Details in
the summary field of Figure 3-59.
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As shown in Figure 3-60, Common Actions for chassis are shown below the Hardware map at
the left side. The detailed information regarding the chassis is shown below the Hardware
map at the right side.

Enterprise Chassis: Properties
Actions ~

General
Enterprlse Chassis Mame: m Enterprise Chassis
[@ Information Access: oK

Status: M information
General Description: null
(3] Properties IF Addresses: 942170215, feB0:0:0:0:5ef3fcffe25.eddh

IP Hosts: cmml.itso.ralibm.com
System Configuration Agent Time Zone Offset:
5] Configuration Manufacturer: IBM

Machine Type: ava1
System Status and Health Model: HC1
21 Active Status Serial Mumber: KQsX28Y
E Event Log Admin Server Type: CMM

Changed Date: Jun 3, 2012 5:29:01 PM
Related Resources Chassis Sub Type: IBM Flex System Enterprise Chassis
@ Activation Key Chassis Type: Flex

) Communication State: Communication OK

[ Chassis Created Date: May 24, 2013 7-12:51 PM
Chassis Management Module Dedicated: Other
[F Cocling Domain Primary Owner Contact: Mo Contact Configured
48 Fan Query Vital Properties Interval: Every & hours
=) Installed Software Supports System Profiles: true
& Modular Device System Board UUID: 2C684A86-202E-3D28-8C23-T25C8T7DOETCT
@ Power Domain Werify Connection Interval: Every 15 minutes
[EE Power Supply
E server
mm Storage Enclosure
Switch
5 Update

Figure 3-60 IBM FSM Explorer chassis details
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A drop-down menu shows the actions that can be performed at the Chassis level, as shown in

Figure 3-61.
Enterprise Chassis: Properties
|| ¢ Actions ~ !
Details
Ente P rise Chassig erange Faseward . Enterprise Chassis
- Configure CMM User Registry...
[ Information ok
Create Group .
[ information
General Manage Time Aull
3 Properties Remaove... 9.42170.215, fe80:0:0:0:5ef3 fcfffe25.ed85
B | Rename.. cmm.itso.ralibm.com
System Configuration ot : Offs et
- ) ! ] »
[2 Configuration IBM
Automation 3 8721
Syst Stat d Health
LD L Inventory » HCA
i ; KQgx28v
[2 Active Status Power Oniof .
= Event Log ael CMM
- Release Management ' Jun 3, 2013 5:28:01 P
Related Resources Remaote Access y O IBM Flex System Enterprise Chassis
g2 Activation Key Restart v Flex
H Chassis ) State: Communication OK
_ Security ' May 24, 2013 7:12:51 PM
Chassis Management Moc System Configuration » Other
[ Cooling Domain System Status and Health y bontact: Mo Contact Configured
¢ Fan ; erties Interval: Every 6 hours
[ Installed Software Senice and Support ' 1 Profiles: true
=3 Modular Device Advanced Properties uio: 2C684A86-292E-3D28-8C23-T25C87DOETCT
Power Domain " Verify Connection Interval: Every 158 minutes
& Fower Supply
F server
mm Storage Enclosure
Switch
[ Update

Figure 3-61 IBM FSM Explorer - Component Actions

The Host page gives you an overview of Hosts as shown in Figure 3-62.

B Status (0) ¥ Jobs (0) USERID

IBM Flex System Manager™

Systems ~ Monitor ~ Security ~ Utilities ~ Find a System or Task
Hosts and VSs Hosts
. [ anvirual servers
- H Hosts 2) ) - -
Actions File: 3
Chassis (1) L@ =7
1 server7954-24x-5M1077828
1 Server7954 44%-SN1077E38 Name Access Problems  Compliance | IP Addresses CPU Utilization ~  Processors  Memory (MB) | Virtual Servers D¢
%
@ 1 server7oss-2axs WMok Mok @ok 9.42.171.37, 1e80:0:0:02 — 0.0 0.0 -
Hosts and V&g (2) 1 server7osa-a4xs Mok Mok ok 9.42.171.38, f80:0:0:0:7 — 0.0 00 —

Figure 3-62 IBM FSM Explorer - Host page
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The Network page gives you an overview of VLANS, subnets, and network switches, as
shown in Figure 3-63.

IBM Flex System Manager™

Home ~

=

Chassis (1)

B

Hosts and VSs (2)

®

Metwork (7)

Systems ~

Monitor ~ Security ~

Network
@ Logical Networks
I3 vians

13 subnets

-| B switches (7)

== EN4093 10Gb Ethernet Switch
=3 ySwitch0-ESXi_Hypenisor_2

= ySwitch0-ESXI_Hypenisor_3

= ySwitch0-ESXi_Hypenisor_4

== ySwitchUSB0-ESXi_Hypervisor_2
== ySwitchUSBO-ESXi_Hypenvisor_3
=3 ySwitchUSBO-ESXi_Hypenvisor_d

Utilities ~

Switches

.E Actions =

Name -

EN4092 10Gb Ethernet Switch
=2 ySwitch0-ESXi_Hypervisor_2

== Switch0-ESXi_Hypervisor_3

=3 ySwitch0-ESXi_Hypervisor_4

=3 ySwitchUSB0-ESXi_Hypervisor_2
=3 ySwitchUSB0-ESXi_Hypervisor_3
== ySwitchUSBO-ESXi_Hypervisor_4

Access
oK
oK
oK
oK
oK
oK
oK

®

Problems | Managed IP Address
OK

Status (0) & Jobs (0)

Machine Type

VMware ESXi 5.1.0 build-799733
VMware ESXi 5.1.0 build-799733
VMware ESXi 5.1.0 build-799733
VMware ESXi 5.1.0 build-799732
VMware ESXi 5.1.0 build-799733
VMware ESXi 5.1.0 build-799733

USERID

Find a System or Task

Model

49Y4272

Figure 3-63 IBM FSM Explorer - Network page

The Storage page gives you an overview of all storage systems, fabrics, and storage pools,
as shown in Figure 3-64.

IBM Flex System Manager™ ¥ Status (0) [ Jobs (0) USERID (@]
Home - Systems - Monitor ~ Utilities ~ Find a System or Task
. Storage Storage Pools
. All Storage Pools
= storage systems (1) — -~
- Filte 3
Chassis (1) \E Actions =
& Storwize V7000-4939-Flex System V7000-1B
=1 B Fabrics (1) Name ~ | Storage PoolType | Capacity Remaining Managed ~ RAID Level Description
Space
EE 100000C0DD244118 —
EsxiPool Lagical 583578681344 556735135744 10 Storage Pool
Hosts and VSs (2) @ FoolPool_o Generic 198999801856 0 10 0r 0+1 Storage Pool

Figure 3-64 IBM FSM Explorer - Storage page

Right-clicking an IBM Flex System V7000 Storage Node gives you the possibility to update
firmware as shown in Figure 3-65.

Storage

Storage Systems

All Storage Pools
-1 B Storage Systems (1)

@ Actions ~

3 Storwize W7000-4938-Flex System V7000-1B

-] F Fabrics 1) Name Access Problems
[ 100000C0DD24411B & Stonwize W7000-4939-Flex System Y7000-1BM oK oK

Details

Create Group

Remove...

Add to 3
Automation 3
Inventory 3

Release Management 3 Run Software Upgrade Test

Remate Access 4 Acquire Updates...

Security 4 Show and Install Updates...

System Configuration 4 Show Installed Updates...

System Status and Health »

Senvice and Support 3

Advanced Properties
Figure 3-65 IBM FSM Explorer - Storage page - Firmware update
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From the menu shown in Figure 3-65 on page 132, you can also launch the IBM Storwize
V7000 Element manager, as seen in Figure 3-66.

Storage Systems

@ Actions = Filtel :.%.\
Hame Access Problems Available Capacity Machine Type Description -
& Storwize V7000-4938-Flex System V7 000-IBM OK oK 518GB 4939 IBM Flex System V7000
Details

Create Group

Remave...
Add to 3
Automation 3
Inventory 3
Release Management »
Remaote Access 3
Security 3
System Configuration 3 Configuration Plans
System Status and Health » Configuration Templates
Service and Support » Current Configuration
Advanced Properties | Deployment Histary
| Launch IBM Storwize V7000 Element Manager
Show Discovery Details [%

Storage to Server Mapping View

Figure 3-66 IBM FSM Explorer - Storage page - launch IBM Storwize V7000 Element manager

Choosing the option to Launch the IBM Storwize V7000 Element Manager will open the IBM
Flex System V7000 Storage Management login page, as shown in Figure 3-67.

IBM Flex Svstem V7000

Storage Management (FlexSystem__. )

User Name: |

Password: |

Login |E|

Figure 3-67 BM Flex System Storage Management - Login page

Chapter 3. Systems management 133



In the Fabrics section, clicking one of the numbers (the last 12 numbers specify the MAC
address of the switch) will show you all the switches, as depicted in Figure 3-68.

IBM Flex System Manager™ ¥ status (0) ¥ Jobs (0) USERID
Home =  Systems -  Monmitor -  Security ~  Utiliies - Find a System or Task
< Storage 100000C0DD24411B - Switches
. All Storage Pools
~| [ storage Systems (1) s
- e 3
Chassis (1) E Adtions -
&5 Storwize V7000-4939-Flex System V7000-B
-1 BB Fabrics (1) Name + | Access Problems Managed IP Address | Machine Type Model
[ 100000c0DD244118 = FC3171 8Gb SAN Switch oK Information 9.42.171.9 Chassis/Frame BCF-8146-09 E

Hosts and VSs (2)

Figure 3-68 IBM FSM Explorer - Storage page - Switch overview

Double-clicking one of the switches leads you to detailed information about the switch, as
shown in Figure 3-69.

IBM Flex System Manager™ ¥ Status (0) B Jobs (0} USERID (
Home ~ Systems + Monitor ~ Security * Utilities ~ Find a System or Task
FC3171 8Gb SAN Switch: Properties
Actions ~
General
Fca1 71 BGb SAN SWItCh Name: FC3171 8Gb SAN Switch
[ Information Access oK
Status: [ information
e Description: FC3171 8Gb SAN Switch
;_g‘ Properties IP Addresses: fe80:0:0:0:2c0:ddfffe24:411c, 9.42.171.9
Slots Occupied: 3
Saiem Slals angticctn IP Hosts 1680:0.0:0:200:0Mfe24:411¢, sa-w210-6.1s0.7alibm.com
[3 Active Status MAC Addresses: 00:c0:dd:24:41:1c
B Eventlog Agent Time Zone Offset
Manufacturer: 1BM
Related Resources Machine Type: Chassis/Frame
Fabric Primary Owner Contact: =sysContact undefined=
Model BCF-8146-09E
Instatled Software Serial Number: 11569Y1932Y251NY26K054
[P Interface LD 4fe13b42-901e-45c6-bbOF00COAIZ44 11
S LAN Connection Changed Date: May 31, 2013 315:39 PM
W vcTwpe Communication State: Communication OK
[ Physical Package Created Date: May 24, 2013 7:24:24 PM
Port Controller Detailed State Unknown
E Senice Device Name: IBMBGH
[F] Switch Port Health State, 0K
SF VLAN Connection Installed Ports. (]
LastBoot Up Time: May 24, 2013 3:53:52 PM
Managed IP Address: 9421719
POSID 16
Part Number. 69Y1932
Product Name: IBM Flex System FC3171 8Gb SAN Switch
Query Vital Properties Interval: Every 24 hours
Software Version: v8.1.0.27.0
Stacked: false
State. Active
Switch Type: Fibre Channel
System Object ID 1.2.6.1.4.1.38731.33

Figure 3-69 IBM FSM Explorer - Storage page - Switch details
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From the switch overview page, right-click one of the switches, and select Remote access —
Launch Web Browser. It will open the switch web GUI login prompt, from where the switch
can be configured. Figure 3-70 shows how to open the switch web GUI.

IBM Flex System Manager™ ¥ Sstatus (0) ¥ Jobs (0) USERID (o]

Home - Systems - Monitor - Security ~ Utilities ~ Find a System or Task

Storage 100000C0DD24411B - Switches
] All Storage Pools
= y B
- L B [ »
Create Group
¥ 100000C.0DD 244118 Hame oetale Problems Managed IP Address | Machine Type Model
ﬁ = FC3 Remove u Information 9421719 ChassisiFrame BCF-8146-09 E
Hosts and Vs (2) Rename
Addto >
Automation 3
Networ 7 Power On/oft >
Release Management  »
Remote Access » | Launch Web Browser
ﬂ Security » Remote Command Line %
System Configuration 3
Storage (2) System Status and Health »
Senice and Support »
ﬁ Advanced Properties
Import Groups
Favorites (0) @ Configure Golumns

Figure 3-70 IBM FSM Explorer - Storage page - Switch GUI

Figure 3-71 shows the FC switch login page.

r ™Y
| | Add a New Fabric - QuickTaols =5
Login
Login Name: || |
Password: | |
[] NAT mode
[ agarabric || ciose || hew
N

Figure 3-71 FC Switch login

3.3.5 Accessing I/0 modules using FSM

In an IBM Flex system, node to node communication happens within the Chassis.

Network Control
Network Control is a plug-in that enables utilization of integrated network management
capabilities of an FSM. It has the following key features:

» Logical network management allows management of port profiles, VLANs, ACLs, and
QoS in virtualized, live-migration environments.

» It uses 802.1Qbg standards in integrated switches and PowerVM, KVM, and IBM “Osiris”
vSwitch for VMware.

» Optional Fabric Management extends QoS Management by providing advanced
monitoring, VM priority, and rate limiting.

» Network monitoring at a glance is provided by network topology perspectives with the
ability to see the components affected by network outages.

» It enables end-to-end network and virtualization management.
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To access Network Control, from IBM FSM Explorer, select Home menu — Network
Control, as shown in Figure 3-72.

IBM Flex System Manager™

Systems - Monitor ~ Security - Utilities ~

Dashboards Getting Started Summary Pages
IBM FSh Explorer Initial Setup VMControl
Quick Start Guides Storage Control

MNetwork Control 7 % ] Opens in IBM Flex System Manager™

Senice and Support

Hardware Status Problems
IEM& FSM - Check for Updates

Information oK

Figure 3-72 IBM FSM Explorer - Network control

This action will open up the Network Control interface, which shows management and
configuration options for the IBM Flex System 1/0 Modules, as shown in Figure 3-73.

IBM Flex System Manager™ Welcome USERID

J Netwark Con... X

Network Control with Service Fabric Provisioning

This page shows the summary of the network devices in your envirenment based on the |last discovery and inventory process

Status

Problem status for & network devices.
Commeon tasks

System discovery
View Network: Topology

@ o critical Launch DCFM Setup
& 0 Warning View partner plug-ins
0 Informational

A = ok

Status for switch management
&2 need additienal setup

B0 ready

Status for partner plug-ins

00 Mot installad or not activated
= B0 Activated

Manage

7 Ethernet switches
0 Ethernet to Fibre Channel Bridges

Common tasks

1 Fibre Channel over Ethernet switch Monitors

0 Logical MNetworks Threshalds

0 Network System Pools Event Log

7 Subnets Automation Flans
2 VLANS

Systems by VLAN and Subnet
0 Logical Metworks and Members

Configure and Automate

0 deployed Ethernet network templates Common tasks
0 deployed Ethernet network plans

View and apply Ethernet network templatas

View and apply Ethernat network plans

Partrier plug-in extensions are available for some network devices. Learn mora.

Figure 3-73 Network Control Plug-in
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Selecting Ethernet Switches in Network Control interface opens a view of all available
Ethernet Switches along with information regarding state, access, IP, and type, as shown in

Figure 3-74.

IBM Flex System Manager™ ‘Welcome USERTD Help | Logol
Network Con. [ Ethernet Sw... X\ E --- Selact Action --- 7l
Ethernet Switches 7-0

Ethernet switches

| [saarch tha tabla... || search

Select | Name ¢ | Access 4 | problems ¢ | 1P Addresses ¢ | Type & | Machine Type % | Model ¢ | Description B
(=] = v Switch0-ESXi_Hypervisor_3 oK oK 9.42.171.23 Switch VMware ESXi 5.1.0 bui... VMware virtual switch
I:l =By SwitchUSBO-ESXi_Hypervi. oK oK 9.42.171.22 Switch VMwvare ESXi 5.1.0 bui... VMvare virtual switch
D == EN4093 10Gh Ethernet Swi oK oK fe80:0:0:0:3640:b5ff... Switch 49Y4272 EN4093 10Gb Ethernet Switch
[F] | ==vswitchUsBo-ESXi_Hypervi.. oK oKk 9.42.171.23 Switch VMwara ESXi 5.1.0 bui... WMwara virtual switch
(=] = v Switch0-ESXi_Hypervisor_d4 oK oK 9.42.171.24 Switch VMware ESXi 5.1.0 bui... VMware virtual switch
(=] =y Switch0-ESXi_Hypervisor_2 oK oK 9.42.171.22 Switch VMware ESXi 5.1.0 bui... VMwiare virtual switch
[0 | == vSvitchUSBO-ESXi_Hypervi... oK oK 9.42.171.24 Switch VMvare ESXi 5.1.0 bui... WMvare virtual switch

b
« [
HiPageiloft bH [1 | # Selected: 0 Total: 7 Filtered: 7

Figure 3-74 Viewing Ethernet Switches in FSM

Select a switch by clicking its given name to go to the detailed management and configuration

options for it, as shown in Figure 3-75.

Ethernet switches > EN4093 10Gb Ethernet Switch (Properties)

Mame: BE=EN4053 10Gb Ethernet Switch

Accass: [J] ok
Status: [ ok

Active Status Applied Activities Configuration Event Log

Inventory

Service and Support

Switch
EN4032 10Gb Ethernet Switch
fe80:0:0:0:3640:b5ff:fe34 :1adef, 93.42.171.8

Type:
Description:
IP Addresses:
Slots Occupied: 1
IP Hosts:

MAC Addresses:

Agent Time Zone Offset:

34:40:b3:34:ad:ef

Manufacturer: IEM
Maodel: 49Y4272
Serial Number: Y250VT1BW111

1b33d6d1-185a-8f21-6739-3440b534ad00
May 31, 2013 4:38:54 PM

uuID:
Changed Date:
Communication OK

May 24, 2013 7:24:04 PM

Communication State:

Created Date:

Detailed State: Unknown

Davice Nama:

Installed Ports: 1]

Last Boot Up Time: May 24, 2013 3:02:02 PM
Part Number: 43Y4272

POS ID: 23

Primary Ovmer Contact:
Product Name: IEM Flex System Fabric EN4093 10Gb Scalable Switch

Query Vital Properties Interval: Every 24 hours

Software Version: 7.5.3

Stacked: False

State: Unknovm

Switch Type: Ethernet

System Cbject [D: 1.2.6.1.4.1.20201.1.18.13
Total Ports: 156

Verify Connection Interval:

VPD 1D:

Every 15 minutes
304

Additional Properties
Location

Support Files

fe80:0:0:0:3640:b5ff:fe34:adef, sa-w210-5.itso.ral.ibm.com

Figure 3-75 Details regarding selected ethernet switch

Chapter 3. Systems management

137



Several tabs in this view illustrate enhanced monitoring and logging capabilities of the FSM.
Click the Inventory tab to view and gather Inventory for the selected switch module, as shown
in Figure 3-76.

Ethernet Switches

Ethernet switches > EN4092 10Gkb Ethernet Switch (Properties)

Name: E=EN4093 10Gb Ethernet Switch

Access: oK
Status: [l ok

Genaral Active Status Appliad Activities Configuration Event Log Inventary Service and Suppert

To view the inventory of any resource, select a profile and select any resource. To collect the most current inventory values, click Collect Inventory.

Wiew by

All Inventory - Manage Profiles

| Refresh View | | Collect Inventory | Last collected: May 28, 2013 2:24 PM
| Export All | | View Report ‘

Collected Items System Summary

B Summary System name: EN4093 10Gb Ethernet Switch
[E5) metwork Configuration Type: Switch
Physical Hardware Description: EN40393 10Gb Ethernet Switch
Relsted Systems Access State: Full Access/Communication OK
Last Collected:  May 28, 2013 3:24 PM
H[E) system Internals
System Softvars Network Summary | AssetSummary |
Hostname: Manufacturer: IEM
IP Addresses: feB80:0:0:0:3640:b5ff:fe34:a def, Model: 49Y4272
9.42.171.8

Serial Number: Y250VT1BW111
Architecture:

uuID: 1b33d6d1-185a-8f21-6739-344
0b524ad00

MAC Addresses: 3440B534AD01, 3440B534ADEF,
34:40:B5: 34 AD:EF

Figure 3-76 Gathering Inventory information
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Flex System Manager, visit the following website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.873
1.doc/managing_network resources.html
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3.3.6 Data collection using FSM

You can use IBM Flex System Manager to collect and submit support files for a managed
resource. Support files can contain detailed system information used to help diagnose a
serviceable hardware problem, dump files collected from a managed resource, event logs,
and more.

Automatic versus manual data collection

By default, a plug-in FSM tool called Service and Support Manager automatically collects
additional data associated with a serviceable hardware problem, and stores it as a support
file. However, you can also collect support file data manually, even when a serviceable
hardware problem has not occurred.

Service and Support Manager (SSM)

IBM Service and Support Manager monitors, tracks, and captures system hardware errors
and service information, and reports serviceable problems directly to IBM Support using the
IBM Electronic Service Agent (ESA) tool. The IBM Flex System Manager will automatically
monitor for any serviceable problems on your managed hardware and automatically report
problems to IBM service.

IBM Service and Support Manager offers enhanced reporting abilities. It opens service
requests for failed hardware using embedded Electronic Service Agent (ESA). It also collects,
transmits, and manages extended error data including logs and diagnostics. Another added
advantage of SSM is transmission of hardware and software inventory data to IBM using
ESA, which assists in troubleshooting the problem as well as monitor the dependencies.

Tip: If you do not set up the Electronic Service Agent (ESA) then problems will be collected
in the FSM management appliance but will not be reported to IBM, however, you can
always use the FSM itself to monitor and track your serviceable problems.

To access the Service and Support Manager (SSM), click Home menu — Service and
Support, as shown in Figure 3-77.

IBM Flex System Manager™

Home ~ Systems - Monitor ~ Security ~ Utilities ~

p Dashboards Getting Started Summary Pages
A IBM FSM Explarer Initial Setup Storage Control
y CQuick Start Guides Metwork Control
Service and Supportz&

IBM& FSM - Check for Updates

Opens in IBM Flex System Manager™

Figure 3-77 Opening Service and Support Manager (SSM)
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The SSM interface displays, which includes a comprehensive set of Service Management
tools in one tabular view, as shown in Figure 3-78.

IBM Flex System Manager™ Welcome USERID Help | Logel

Home Service and... X

--- Salact Action -~ -

Service and Support Manager

Manage serviceable prablems on your systems.

Problem Reporting

Serviceable Problems for 10 Monitored Systems

Electronic Services Links
Serviceabls Problems
All Problems

1BM Support Portal
Open = service request

A 0 systams vith serviceabla problams

m 10 systems with no open serviceable
problams

Recent Activity
» {1\ 0 servicezble problems require attention

0 sarvica requests baing investigated by 1BM

0 requests have besn updated in the last 24 hours

0 serviceable problems opened in the last 24 hours

Status

a

Not activated. Ssrvics and Support Manager is sctivaly
monitoring for servicesble problems. However, Elactronic
Service Agent™ is not configured for electronic service
transmissions. Complete the Getting Started vizard to enable
the transmission of problems, inventory, and performance
measurament data to IBM.

@ Dynamic System Analysis (DSA) status verification in

Common Tasks

Getting Started with Electronic Service Agent...
Msnage support filas

e

List Running Power System Repairs

progress. Service and Support Managar is currently varifying
the status of the DSA collectors.

Setup and Configuration

Getting Started with Elactronic Service Agent

Figure 3-78 SSM default view

To collect logs from IBM Flex System V7000 Storage Node using IBM Flex System Manager,
click Manage support files as shown in Figure 3-78.

The “Manage support files” page displays, and by choosing Collect support files, a new
window appears, where you can see logs already collected. as shown in Figure 3-79 .

IBM Flex System Manager™ Waelcome USERTD Help
Heme Service and... Manage Supp. ’N -~ Selact Action -~
This view displays all support filas on this system that have baan collectad by Sarvica and Support Managar. Support files can contain datailad systam information usad to help diagnose a sarvicaable hardvars problam, dump files collactad
from an andpoint systam, svant logs, and mors. Usa this view to sae mors datails about collected support filas, to manually collact additional support files, and to submit collacted files to tha IBM sarvica provider for analysis.
Note: Support files associated with a problem cannot be submitted unless the problem itself has been submitted to IBM suppert and is currently in a submitted state. Click on Problems to view the current status of the problem and ensure
that the status is submitted before atternpting to submit any associated support files.
Support Files
\' Collact Support Files. Submit to 18M... Delste Suppart Files... | | \ R v'\ | [zearch the table... Search
Select | File % | Type % | System % | Local Proble... % | External Ser... & | Status % | Collection Ti... & | Submission ... 3 | File Size % | Location &
= 7853.52X.100082A.13510931... Support files list = [TS50_Chassis 270864421 4@ collection su... Oct 24, 2012 11... 0.63 kB fdump/
(=] 7893.92X.100082A.13511017... Support files list = [TSO_Chassis 24510838 4 Collaction su... Oct 24, 2012 2:.. 0.63 kB fdump/
D 78932.92X.100082A.Serviceabl..[ Serviceable Prob... [TSO_Chassis 30343631 4 Collection su... Oct 24, 2012 9: 3.42 kB fdump/
(=] 7893.92X.100082A.5erviceabl...| Sarviceable Prob... [TSO_Chassis 245501602 4 Collection su... Oct 24, 2012 11. 6.21 kB fdump/
I D 7893.92X.100082A.13511015. Support files list ITSO_Chassis 906442247 4@ Collection su. Oct 24, 2012 1 0.53 kB fdump/
i (=] 7893.92X.100082A.13510220... Support files list  [TSO_Chassis 2044819937 4 Collection su... Oct 23, 2012 3 0.63 kB fdump/
D 1351101352645.121024.135... | SVC Snap Storwize V7000-... 243207807 & Collaction =u. Oct 24, 2012 1 477.37 kB fdump/
D 78932.92X.100082A. DirectorLe...| Management se... [TSO_Chassis 538714140 4 Collection su... Oct 24, 2012 11. 17.27 MB fdump/
=) 4335.A49.G23E00C.DirectorLo...| Management se... Storwize V7000-... 1854303878 4B Collection su... Oct 23, 2012 4 14.84 MB fdump/
D 4939.A49.G23E00C. DirectorLo... Management se... Storwize V7000-... 243207807 4 Collection su... Oct 24, 2012 1:... 18.95 MB fdump/
= 4935.A49.G23E00C.Serviceab...| Serviceable Prob... Storwize V7000-... 1854303878 4 Collection su... Oct 23, 2012 4:... 1.36 kB fdump/
(=] Inventory.A3AAS2D875E1357... | Inventory ITSO_Chassis 167643646 4 Collection su... Oct 24, 2012 St... 154.61 kB fdump/
D 7893.92X.100082A.Serviceabl..[ Serviceable Prob... [TS0_Chassis 914962057 4 Collection su... Oct 23, 2012 9:... 0.68 kB fdump/
=) 1351022525599.121023.160... | SVC Snap Storwize V7000-... 1538743223 4B Collection su... Oct 23, 2012 4:... 437.87 kB fdump/
D Inventory.A3AAB2D875E1357... | Inventory ITSO_Chassis 8882884398 4 Collection su... Oct 24, 2012 11... 154.12 kB fdump/

Figure 3-79 IBM FSM - Manage support files
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Select one or more files, then click Actions, and you have several options to download or
transfer the logs:

>

>

Submit to IBM: (only works if Electronic Service Agent is enabled)

Upload to ftp server: Upload to an ftp server on your network

Copy to media: USB key, inserted into IBM Flex System Manager Node

Download: Download the support file to the machines which are connected to the IBM
Flex System Manager

Figure 3-80 shows the options for a support file.

4333.A45

Inventory

Support Files
| Collect Support Files... Submit to IBM... Delete Support Files... | | | Actions v| | Search the table...
Select File £ | Type & | System & -
Associate with service request...
I:l 7893.32X.100082A.13510931...| Support files list ITSO_Chassis
Celete Support Files...
|:| 7893.92X.100082A.13511017...| Support files list ITSO_Chassis
Upload to FTP Server...
78932.92¥.100082A. Serviceabl...| S i ble Prob... ITSO_Chassis
[} ervicea erviceable Pro _Chassi EEiE -
I:l 78532.92%.100082A.5erviceabl...| Serviceable Prob... IT50_Chassis Download
I:l 7893.92X.100082A.13511015...| Support files list ITSO_Chassis "
Properties.
D 7893.92X.100082A.13510220...| Support files list ITSO_Chassis
Columns...
13511013526459.121024.135... | SVC Snap Storwize V7000-.. e
|:| 7893.92X.100082A.DirectorLo...| Management se... ITSO_Chassis
Select All
D 4939.A45.G23E00C. DirectorLo.../ Management se... Storwize V7000-.. lect All
|:| 4939.A49.G22E00C.DiractorLo...| Management se... | Storwize V7000-..

7893.92X

.G23ZEQD0C.Serviceab...
AZAAB2DBTSELZST ...

.100082A.5erviceabl...

Serviceable Prob...
Inventory

Serviceable Prob...

Storwize V7000-.,

ITSO_Chassis

ITSO_Chassis

Show Filter Row
Clesr All Filters
Edit Sort

Clesr All Sorts

Tues

#
¥

Search

Status &
4 collection su...
4 Collection su...
4 Collection su...
4 Collection su...
4 Collection su...
4 collection su...
43 Collection su...
4 Collection su...
4 Collection su...
& Collaction su...
& Collection su...

& Collaction su...

4 Collection su...

Figure 3-80 IBM FSM - Manage support files download
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To collect a new support file, click Collect Support Files. A new window displays, where you
can choose the device, as shown in Figure 3-81.

System l Support Files

Select a monitored system below, and then click the Support Files tab to choose a support file type to collect from that system. The file will
be collected, returned to the server, and appear in the Support Files table view.

Select a valid target then add it to the selected list.

Show: | All Targets El

Available: Selected:
All Targsts T Storize V7000-4339-FlexSystem_V7000 ~
| Actions ¥ | Search the table... Search [ —
Select | Mame * | Type ¢ De
® [ sFs10B3D-BRA45-11E1-B4E... Server nin
@ | B Fsm.raleigh.ibm.com Operating Sys...
@ | [l Tso_chassis System Chassis

I Server-7895-22X-5N10F85... Server

& Storwize V7000-49353-Flex... Storage Array 1Bk

I X240-bay11 Server

I x240-nodelz Server

] I ] 3

M4 pageilofi PH |1 » Total: 7

| Collect | Cancel

Figure 3-81 IBM FSM - Collect support file - choose device

To select the type of support file that you want to collect, click the Support Files tab, then
select the file, and click Collect as shown in Figure 3-82.

Collect Support Files...

Select the type of support file to be collected from the following list of all known support types available for Storwize W7000-4335-
FlexSystem_W7000-IBM.

@ 5uc Snap

| minidump - Standard Logs.

The selected support file type can be customized with the following field(s):

Select Option: | "svc_snap minidump" EI

| Collect | | Cancel |

Figure 3-82 IBM FSM - Collect support file - choose file type

When the file has been collected, you can choose to download it, send it to IBM, or copy it to
a media.
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3.3.7 Managing storage using IBM Flex System Manager

Storage management with IBM Flex System Manager involves two software components:
Storage Manager and Storage Control. Both are are included with the management software:

» Storage Manager is a standard management software capability that provides basic
storage life cycle management (Discovery, Inventory, Health and Alerts).

» Storage Control is a pre-installed plug-in for the management software that expands
storage support to mid-range and high-end storage devices.

The Storage Control feature of IBM Flex System Manager allows management of most IBM
mid-range and high-end storage systems. With the Storage Control plug-in, you can manage
an expanded set of storage subsystems and Fibre Channel switches.

Storage Control offers the following key advantages:

» Extends storage management of IBM Systems Director and VMControl to cover most IBM
storage systems

» Provides storage device discovery and coverage in integrated physical and logical
topology views

» Shows relationships between storage and server resources
» Facilitates single management server deployment
» Provides ability to view controller and volume status and to set notification alerts
» Virtualizes for higher storage utilization
» Balances high performance and cost for mixed workloads
» Protects data and minimizing downtime
» Integration with VMControl featuring the following additional functions:
— Storage provisioning for image creation, deployment, and cloning
— Ability to manage storage system pool life cycle, take group actions across pool and
policy-based storage placement, provisioning, and cloning actions within the pool

Storage Control also extends the management capabilities and device coverage of the
VMControl, which is a tool within the IBM Flex System Manager Node responsible for the life
cycle management of virtual resources. This collaboration is leveraged in VMControl for tasks
such as working with system pools for items like server and storage pool creation, the image
library management and storage, and integrated virtualization management across server
and storage infrastructure.

For further details regarding storage management features, visit the following website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.directo
r.storage.helps.doc/fgm0_t_sm _configuring_storage.html

Storage management and storage control

You can use Storage Control to monitor the health of storage subsystems, storage pools,
storage volumes, and fabric switches. You can run inventory against the Storage Control farm
to see updated health status.

You can also use Storage Control to manage several external storage subsystems. These
subsystems include the IBM® DS3000, DS4000®, DS5000, families, the IBM DS8000®
family (DS8100, DS8300, DS8700, DS8800), the IBM SAN Volume Controller, the IBM
Storwize V7000, IBM XIV®, Qlogic 8GB Fibre Channel switch, and the McDATA Sphereon
and Intrepid switches.
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Depending on the firmware levels of these devices, Storage Control supports native
interfaces to the device, which simplifies configuration setup and improves device
management reliability. After being discovered, these devices will be listed as being managed
by Storage Manager in Flex System Manager.

To open Storage Management, choose Home — Storage Control in the horizontal menu in
IBM FSM Explorer as shown in Figure 3-83.

IBM Flex System Manager™

Utilities =

Systems ~ Monitor ~ Security ~

Dashboards Getting Started Summary Pages
IBM FSM Explorer Initial Setup VMContraol
Quick Start Guides Storage Control 67 % : Opens in IBM Flex System Manage
Metwork Control
Senvice and Support

« | Hardware Status

IBM®& FSM - Check for Updates [ information

Figure 3-83 IBM FSM Explorer - Storage Control
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The Storage Management window opens, showing all storage that is available in the
managed IBM Flex Systems, as shown in Figure 3-84.

Storage Management

Storage Management

This pages shows a summary of the storage in your environment based on the last discovery and inventory process.

IEM Flex System Manager Storage Control

Running

':';’:' Why isn't IEM Flex System Manager Storage Contrel "running”

Capacity Summary

B Z6 GB Total configured capacity (to volumes) Storage Tasks

B 518 GB Total available capacity (for volumes) Discover Storage

Storage to Server Mapping View
Server to Storage Mapping View
View Current Configuration

View and Apply Storage Templates

*Actual available
capacity may be less
due to RAID overhead

Capacity Details

Location Available GB Usable GB RAW GBE Systems Disk Drives
Local Storage u] u] u] i =
EladeCenter Storage [u] [u] u] u] u]
MNetwork Storage 518 S 1207 1 11
Total 518 S44 1907 2 14

Storage system not being discovered? Learn more

License

IEM Flex System Manager Storage Control 4.2.2.143
Installed

Figure 3-84 FSM Storage Control
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You can also manage storage by going to Home tab — Additional Setup — Manage
System Storage, as shown in Figure 3-85.

IBM Flex System Manager™ Welcome USERID

JHumex

Use these tabs to perform some initial setup tasks, view or activate plug-ins, perform administration tasks, and access additional information.

al Setup Additional Setup | @ Plug-ins Administration Applications Learn

Perform the folloving optional tasks to complete initial setup and prepare IBM Flex System Manager™ for production.

@ Set up Electronic Service Agent™ (ESA)

Configure Electronic Service Agent™ to collect and send hardware problem information to IBM.

Configure or change the Flex System Manager user registry.

i& Configure Flex System Manager User Registry

Manage Users and Groups
Creats, edit, =nd delsts user and group accounts.

"‘La Automate Checking for Updates
B !'7{\ 4 Automate checking for updates for all your managed resources.

Automated update check is not set up yet.

-

Install commonly-used configuration settings for operating systems, servers, and svitches.

p ! Deploy Common Configurations

Manage Features on Demand Keys
- Import a Features on Demand key and apply it to this Flex System Manager.

g Manage System Storage
Configure management of storagdsfesources, including Fibre Channel switches and storage subsystems.

() Learn more about managing storage resources.

Manage Network Devices
View a summary of the network devices in your environment.

Deploy Agents
Install management agents on selected syst=ms.
You have 4 operating systems discovered, of which 2 have agents installed. (7) Learn mors sbout agent capabilities and deploying agents.

Figure 3-85 FSM - Manage System Storage
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To get more information about the storage systems controlled by IBM Flex System Manager
and see which actions there can be performed, click Network Storage in the storage control
window, as shown in Figure 3-86.

IBM Flex System Manager™ Welcome USERID

Home Storage Man... X

Storage Management

Storage Management

This pages shows a summary of the storage in your environment based on the |last discovery and inventory process.

IEM Flex System Manager Storage Control

Running

':’:’:' Why isn't IBM Flex System Manager Storage Control "running”

Capacity Summary

M 26 GB Total configured capacity (to volumes)  Storage Tasks

M 518 GB Total available capacity (for volumes) Discover Storage

Storage to Server Mapping View
Server to Storage Mapping View
View Current Configuration

View and Apply Storage Templates

-

*Actual available
capacity may be less
due to RAID overhead

Capacity Details

Location Available GB Usable GB RAW GB Systems Disk Drives
Local Storage o o o 1 2
EladeCenter Storage [u] [u] [u] [u] [u]
Network: Storage 518 S44 1807 1 11
Iy
Total 518 S 1907 2 14

Storage system not being discovered? Learn more

License

IEM Flex System Manager Storage Control 4.2.2.143
Installed

Figure 3-86 FSM - Storage Control - Network storage

This will open a new page showing Network attached storage, as shown in Figure 3-87.

Networl Storage.

Netrork Storage (View Members)

| |search the table... || search

Select | Hame 2 | Access % | Problems & | RawCapacty % | Usable Capacity & | Available Cap... & | Compliance % | Machine Type & | Desription 8
[F] | Edstorwize v7000-4939-Flax...| oK Mok 1,907GE 544GE. 512GE Mok 4938 18M Flex System V7000 Storage Nede

Figure 3-87 FSM - Storage Control - Storage systems
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Clicking the storage system name opens the selected storage systems properties page, as

shown in Figure 3-88.

IBM Flex System Manager™

Home X Manage Syst... ¥ Storage Man... | Network Sto...

Welcome USERID

Network Storage > Storwize V7000-4339-Flex System V7000-1EM (Properties)

Name: &3 Storwize W7000-4939-Flex System W7000-1BM

Access: ] ok
status: [l ok

General Active Status Applied Activities Configuration Event Log

Network Storage

Inventory Service and Support
Type: Storage Array Additional Properties
Deascription: IEM Flex System V7000 Storage Node Location
1P Addresses: 9.42.171.20 SIEEE ==
IP Hosts: 9.42.171.20
Agent Time Zone Offset:
Changed Date: Jun 3, 20132 9:51:42 AM
Communication State: Communication OK
Created Date: May 24, 2013 7:23:12 PM
|E Machine Type: 4325
Manufacturer: IBM
Model: A4g
Node Name: Flex System V7000
Primary Host Mame: 2.42,171.20
Query Vital Properties Interval: Every hour
Serial Number: G25Z00%
Software Version: &6.4.1.4 (build 75.2.1202070000)
State: Active
Verify Connection Interval: Every 15 minutes

Figure 3-88 FSM - Storage Control - Storage systems

From this window, you are able to see General information, Eventlog, and Inventory of the

storage system, by clicking the different tabs.
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Choosing the Actions pull-down button will allow you to collect inventory, update storage
system firmware, and open the IBM Flex System V7000 Storage Node management

application, as shown in Figure 3-89.

IBM Flex System Manager™

Home Manage Syst...

Access: OK
Status: [ oK

General Active Status

Mame: E3 Storwize V7000-4929-Flex System V7000-IBM

Storage Man... | MNetwork Sto... X\

Welcome USERID

Actions ¥

Type:

Description:

IP Addresses:

IP Hosts:

Agent Time Zone Offset:
Changed Date:

Communication State:

Machine Type:

F Created Date:
3

Related Rescurces »
Topology Perspectives b
Create Group
Applied Activities Remove... Inventory Service and Support
Add to »
Storage Array Automation P berties
IBM Flex System V700|  Inventory »
9.42.171.20 ease g Run Software Upgrade Test
9.42.171.20 Remote Access » Acquire Updates...
Security »
Show and Install Updates...
Jun 2, 2012 9:51:42 4 System Configuration »
o Show Installed Updates...
Communication OK Systemn Status and Health »
May 24, 2013 7:23:12 "
= Service and Support »

4333

Network Storage

MNetwork Storage > Storwize W7000-4939-Flex System V7000-1BM (Properties)

Figure 3-89 FSM - Storage Control - Storage system action menu

Managing external storage systems
To manage external storage subsystems in IBM Flex System Manager, perform the following

steps:

1. From the left slide-out tab, select Resource Explorer, as shown in Figure 3-90.

IBM Flex System Manager™

View: All tasks -

Heme
Chassis Manager
Find a Task
Find a Rescurce
Resource Explarer
Welcame %
My Startup Pages
Remote Access
[H Automation
[F Availability
Inventary
Relezse Management
Security
System Cenfiguration
System Status and Health
[F Task Management

Settings

Figure 3-90 Opening Resource Explorer in FSM
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2. Resource Explorer shows a snapshot of all resources in the IBM Flex System Manager
managed by the IBM Flex System Manager, as shown in Figure 3-91.

Home X Resource Ex... % --- Select Action --- -
PEE
Groups (View Members)
| Create Group | | | Actions ¥ | | Search the table... Search
Select Name % | Type % | Description &

EH Al Network Systams (14) Dynamict System

EH all operating Systems (6] | Dynamic: Operating Systam
A 2l storage systems (1) Dynamic: Storage Subsystem

EH all systems (45) Dynamic: System

HH Fsm Groups (2) Static: Group
Ea FSM_FSM1 (2] Static: System
E Groups by Access (3] Static: Group
HH Groups by Agent (3) Static: Group
HH Groups by status (2) Static: Group

Ea Groups by System Type (7] | Static: Group
E Other Groups (1) Static: Group
FH personal Groups (2] Static: Group
A service and Suppert Group...| Static: Group
Ea Update Groups (14) Static: Group

E Virtualization Groups (16) Static: Group

OoooooOoOOoOoOEEoEmEEmE

4

M4 page1of1 kM 1 » Selected: 0 Total: 15 Filtered: 15

Contains All Network: Systems

Contains all operating systems that can be managed

Contains all storage systems

Contains all systems that can be managed including servers, chassis, operating systems, s...
FSM Groups

FSM_FSM1

Contains groups based on their access state: None, Partial, or Full

Contains groups based on the agent types running on the resources

Contains groups based on thair status: critical, warning, infarmation, problems, or complis...
Contains groups based on system types

Contains additional groups that can isclate different types of resources

Contains groups optimized for each individual user

Contains groups for Service and Support Manager

Contains groups for managing updates

Contains groups for managing virtual systems

Figure 3-91 Resource Explorer

3. Navigate to manage discovered storage, as shown in Figure 3-92.

Resource Explorer

Groups (View Members)

| Create Group | | | Actions V| | Search the table... Search

Select Name » | Type
EH il network Systems (14) Dynamic: System
BHAII Operating Systems (&)

H -

EH all systems (45)

Dynamic: Operating System

=0 Dynamic: Storage Subsystem

Dynamic: System

E F5M Groups (2) Static: Group
EH rsm_rsm1 (2) Static: System
Ea Groups by Access (3] Static: Group
H Groups by Agent (3) Static: Group
HH Groups by status (2) Static: Group

Ba Groups by System Type (7) | Static: Group
HH other Groups (1) Static: Group
HH per=onal Groups (2) Static: Group
E Service and Support Group...| Static: Group

HH update Groups (14) Static: Group

Oooo@DEooEEEoEE@EmE

Ea Virtualization Groups (16) Static: Group
4

M4 pagel1of1 FH |1 » Selected: 0 Total: 15 Filtered: 15

<

7-0

Description

<

Contains All Network Systems

Contains all operating systems that can be managed

Contains all storage systems

Contains all systems that can be managed including servers, chassis, operating systams, s...
FSM Groups

FSM_FSM1

Contains groups based on their access state: None, Partial, or Full

Contains groups based on the agent types running on the resources

Contains groups based on thair status: critical, warning, information, problems, or complis...
Contains groups based on system types

Contains additional groups that can isolate different types of resources

Contains groups optimized for each individual user

Contains groups for Service and Support Manager

Contains groups for managing updates

Contains groups for managing virtual systems

Figure 3-92 Navigate to all storage subsystems
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4. Select target storage (for example, IBM Storwize V7000), as shown in Figure 3-93.

Resource Explorer

?-0

Groups > All Storage Systems (View Members)

| [Search tha tabla... | Search
Select MName & | Access % | Problems % | RawCapa... & | Usable C... £ | Available ... & | Compliance £ | Machine T... £ | Description
E  [c]stovize g"nng—gaas—sﬁ? | B ox Mok 1,907GB 544GB 518GB Mo« 4939 IBM Flex Systen

[ Storwize V7000-4939-Flex Systemn Y7000-IBM
T

Figure 3-93 Selecting target storage

5. Select the tab Inventory to collect the inventory, as shown in Figure 3-94.

Resource Explorer
Groups > All Storage Systems > Storwize V7000-4929-Flex System V7000-18M (Properties)

Mame: & Storvize V7000-4333-Flex System W7 000-IEM

Access: [l] ok
Status: [ OK

General

Active Status Applied Activities Configuration Event Log Invenﬁry Service and Support

To view the inventory of any resource, select a profile and select any resource. To collect the most current inventory values, click Collect Inventary.

View by

All Inventory

- Manage Profiles

| Refresh View| | Collect Inventory | Last collected:

June 3, 2013 9:31 AM

| Export All | | View Report |

Collected Ttems

% Summary
[E) Hardware Devices
[ metwerk Configuration
Related Systems
E[5) virtusl Configuration

System Summary

System name: Storwize V7000-4939-Flex Systemn
V7000-1EM

Storage Array

IEM Flex System V7000 Storage
Node

Type:
Description:

Access State:
Last Collected:

Full Access/Communication OK
June 3, 2013 S:31 AM

=] B FSM1.itso.ral.ibm.com

1 [c]Flex system w7000 Storzge Node

| Storwize V700...

| Storwize V700...

Storage Contr...

Farm

Network Summa | Asset Summary |

Hostname: Manufacturer:  IBM

1P Addresses: 9.42.171.20 Madel: A4

MAC Addresses: Machine Type: 4939
Serial Number: 252009
Architecture:

Related Systems

| Search the table... Search
Select | Name & | System n... & | Type % | Software ... % | Software ... 2% | Machine

4939

Figure 3-94 Inventory of Storage
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6. Use the Task Launch Dialog box that is opened to verify the name of the inventory, and
time for running it, as shown in Figure 3-95.

Schedule Notification Options

Jeb name and schedule

#lob Name:
Collect Inventory - June 6, 2013 $:41:15 AM EDT

Choose when to run the job.
@ Run Now

Scheduls

oK Cancel Help

Figure 3-95 Task Launch Dialog

You can use Storage Control to monitor the health of storage subsystems, storage pools,
storage volumes, and fabric switches.

Run the inventory against the Storage Control farm to see updated health status. Follow
these steps to retrieve the health and alert status for the devices managed by Storage
Control.

1. Select Resource Explorer — All Systems. Select the managed device for which you
want to get the latest health and alert status.

2. Discover and then unlock the device.

Tip: At this point, you will receive TPC alerts from the farm, but you will not yet receive
alerts specific to any devices under this farm.

3. Select the farm that covers the selected device and collect inventory against it.

4. For DS3000, DS4000, and DS5000 TPC devices only: Under the farm, right-click the
DSnnnn device, and select Collect inventory.

Important: You must repeat this step each time you want to check for an event on these

devices.

5. You will now receive TPC alerts for devices under the farm.
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Discovering new storage systems

To discover new storage systems, from the storage management window, click Discover
Storage as shown in Figure 3-96.

IBM Flex System Manager™ Welcome USERID

Home Storage Man... %

Storage Management

Storage Management

This pages shows a summary of the storage in your environment based on the last discovery and inventory process.

IBM Flex System Manager Storage Control

Running

':':3:' Why isn't IBM Flex System Manager Storage Contrel "running”

Capacity Summary

W 151 GB Total configured capacity (to volumes) Storage Tasks

B 1508 GB Total available capacity (for volumes) Discover Storage
Storage to Sﬁer Mapping View

Server to Storage Mapping View
Wiew Current Configuration

View and Apply Storage Templates

b

*actual available
capacity may be less
due to RAID overhead

Capacity Details

Location Available GB Usable GB RAW GB Systems Disk Drives
Local Storage o] o] lu] i 3
BladeCenter Storage o] o] lu] o] o]
Natwork Storage 1508 1659 4599 1 15
Total 1508 1559 4599 2 i8

Storage system not being discovered? Learn more

License

IBM Flex System Manager Storage Control 4.2.2.143
Installed

Figure 3-96 FSM Storage Management - Discover Storage
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This will open a new page. Select the storage you need to discover as shown in Figure 3-97.

IBM Flex System Manager™ ‘Welcome USERID

Home Storage Man.. % | Discover St. x\

Discover Storage

Use discover storage to discover and automatically collect inventory for manageable storage resources, including Fibre Channel switches and storage subsystems.

(?) Learn more about discovering storage devices

Select storage device type:

- selact - [=]

- select - |
_| FC Switch

IBM System Storage, other storage

IEM DSB8000 Series

XIV storage systems

IEM San Volume Controller

IBM Flex System V7000, or Storvize family

Figure 3-97 Selecting the Storage System to discover

Clicking the storage device type opens a new window. Enter the IP address of the storage you
need to discover, the ssh private key, then click Discover as shown in Figure 3-98.

IBM Flex System Manager™ Welcome USERID Help | Legout
Home Storage Man... % | Discaver St. x\ - Salect Action --- -

Discover Storage:

Use discover storage to discover and automatically collect inventory for manageable storage resources, including Fibre Channel svitches and storage subsyst=ms.

(?) Learn more about discovering storage davices

Select storage device type:
1EM Flex System V7000, or Storvize family [«

Specify Settings - IBM Flex System V7000, or Storviz family

IBM Flex System V7000, or Storwize family Discover the native API-mana: ged IBM Flex System V7000 or supported devices in the Storwize family of storage products. Specify the location of the private SSH key and (optionally) the key
passphrase required to access the device.

1P address or host name:

9.37.117.25

Upload SSH private key: (B Leamn more...

File name: \UsarsUEM_ADMINID: . opk Browse

Key passphrase (optional):

Automatically run inventory when discovering devices

Figure 3-98 Discovering new storage - IP address and SSH private Key

Important: When you use the management software to manage a Storwize V7000, the
management software overwrites the preexisting SSH key for the user ID superuser. After
the management process is complete, you can reapply the previous SSH key.

A new job will start to discover the new storage system.
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In this chapter, we have covered management of IBM Flex System V7000 Storage Node from
CMM and FSM. For more information regarding CMM and FSM, see Implementing Systems
Management of IBM PureFlex System, SG24-8060, and the IBM InfoCenter:

http://publib.boulder.ibm.com/infocenter/flexsys/information/index.jsp?topic=%2Fco
m.ibm.acc.pureflex.doc%2Fp7een_template Tanding.html
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IBM Flex System V7000 Storage
Node initial configuration

This chapter provides the initial configuration steps of IBM Flex System V7000 Storage Node.
Before the actual installation and the initial configuration, proper planning is important. We
also present an overview of the planning tasks and refer you to the appropriate
documentation as needed to enable you to complete these tasks.

To help you get started and guide you to a successful installation and initial configuration of
your IBM Flex System V7000 Storage Node system, the following topics are described:
» Planning and Installation requirements

» Initial setup with IBM Flex System Manager Node and IBM Flex System Chassis
Management Module

» Setup Wizard for initial configuration
» System Management

» Service Assistant
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4.1 Planning overview

We start with an overview of the planning tasks required for the proper installation of IBM Flex
System V7000 Storage Node.

4.1.1 Hardware planning

Proper planning before the actual physical installation of the hardware is required. Here is an
overview of the requirements to use to plan your installation:

» Each IBM Flex System V7000 Storage Node enclosure within the IBM Flex System
Enterprise Chassis uses four bays (double wide and double high). Make sure that you
have enough space in the chassis for the installation of IBM Flex System V7000 Storage
Node control and internal expansion enclosures.

» IBM Flex System V7000 Storage Node control and expansion enclosures are attached in
a single redundant SAS chain. Each IBM Flex System V7000 Control Enclosure will
support up to nine expansion enclosures total, which constitutes an IBM Flex System
V7000 Storage Node.

» IBM Flex System V7000 Control Enclosure supports the attachment for up to nine
Expansion Enclosures using either IBM Flex System V7000 Expansion Enclosures
(maximum 2), IBM Storwize V7000 Expansion Enclosures (maximum 9), or a combination
of both.

» The IBM Flex System Enterprise Chassis contains 14 bays in total, so there can be at
most three IBM Flex System V7000 Storage Node enclosures (a control enclosure and up
to two IBM Flex System V7000 Expansion Enclosures). Any additional expansion
enclosures would have to be IBM Storwize V7000 expansion enclosures attached
externally to the same single SAS chain.

Tip: Installing a Flex System V7000 Enclosure within an Enterprise Chassis requires
the removal of some of the shelves within the chassis, which would normally support
the compute nodes.

Install the hardware as described in the IBM Flex System V7000 Storage Node Installation
Guide, GC27-4208.

For information about planning the IBM Flex System V7000 Storage Node environment,
see the following website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.
4939.doc/site_product_page.html

For the latest maximum configuration support information, see the IBM System Storage
Flex System V7000 Storage Node website:

http://www.ibm.com/support/entry/portal/overview/hardware/puresystems/pureflex_
system/storage_node/flex_system_v7000

» Two separate power outlets are required from redundant power sources in the rack for the
two power cords included with each enclosure. From 2 to 20 outlets are required,
depending on the number of enclosures to install. The power cord connectors are IEC320
C13/C14 standard connections.

» There are four optional configurations that can exist for host connections to IBM Flex
System V7000 Storage Node through network adapters. See Chapter 11, “SAN
connections and configuration” on page 457 for detailed examples of how to configure the
host connections.
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» You should have a minimum of three IP addresses for initial system configuration. These
IP addresses can be of either the IPv4 or IPv6; one for management and two for service
access to each of the control canisters.

» A minimum of one and up to four IP addresses are needed if iSCSI attached hosts access
volumes from IBM Flex System V7000 Storage Node. They are in addition to the three IP
addresses needed for the management of the system.

4.1.2 SAN configuration planning

The SAN fabric is an area of the network that contains routers and switches. IBM Flex System
V7000 Storage Node has connections for up to eight 8 Gbps Fibre Channel connections per
control enclosure. A SAN is configured into a number of zones. A device using the SAN can
communicate only with devices that are included in the same zones that it is in. A Flex
System V7000 Storage Node can have several distinct types of zones: a system zone, host
zones, and disk zones. The intersystem zone is optional. Most operating systems require
unique host zones defined, although you might have more than one host type in the SAN
fabric. For example, you can have a SAN that contains one host that runs on an IBM AIX
operating system and another host that runs on a Microsoft Windows operating system.
Single host zoning guarantees segregation.

After IBM Flex System V7000 Storage Node, hosts, and optional external storage systems
are connected to the SAN fabrics, zoning needs to be implemented. See Chapter 11, “SAN
connections and configuration” on page 457 for more information.

Tip: All communication between the canisters in the same control enclosure is performed
either through the SAN or by PCI Express (PCle) link. All configuration and service
commands are sent to the system through an Ethernet network.

The recommended SAN configuration is composed of a minimum of two fabrics with all IBM
Flex System V7000 Storage Node ports, host ports, and ports from external storage systems.
They are to be virtualized as divided equally between the two fabrics for redundancy in the
event that one of the fabrics goes offline (either planned or unplanned).

Degraded performance can occur when you have a SAN configuration in which any single
component might fail and connectivity between the devices within the SAN is maintained.
Splitting the SAN into two independent counterpart SANs achieves this normally. Because of
the requirement for high availability, IBM Flex System V7000 Storage Node generally is
installed into a redundant SAN, however, a non-redundant SAN is supported.

4.1.3 LAN configuration planning

The Enterprise Chassis provides the following services to IBM Flex System V7000 Storage
Node:

» A1 Gbps management network
» Four host attachment networks:

— 10 Gbps Ethernet
— 8 Gbps or 16 Gbps Fibre Channel Service IP address

Chapter 4. IBM Flex System V7000 Storage Node initial configuration ~ 159



4.1.4 Management IP address considerations

The IBM Flex System V7000 Storage Node management IP address provides access to the
system management interfaces, including the GUI and CLI. The management IP address is
also used to access remote services such as authentication servers, NTP, SNMP, SMTP, and
Syslog systems, if configured. The management IP address is configured during first-time
setup of your IBM Flex System V7000 Storage Node. See 4.3, “IBM Flex System V7000
Storage Node Setup Wizard” on page 170.

The management IP address is associated with one of the control canisters in the IBM Flex
System V7000 Control Enclosure and that control canister becomes the configuration node.
Should this node go offline, either planned or unplanned, the management IP address does a
failover to the surviving partner control canister’s Ethernet port and it becomes the
configuration node.

Tip: IP addresses that are used by hosts to access the system over an Ethernet
connection are different from management IP addresses.

Observe the following rules when configuring a management IP for your IBM Flex System
V7000 Storage Node:

» Ethernet port 1 (1 Gbps) must be configured with an IPv4 or IPv6 system address.
» Ethernet port 2 (1 Gbps) can optionally be configured with a second system address.

» A maximum of one IPv4 address and one IPv6 address can be configured on each of
Ethernet ports 1 and 2 for system addresses.

» To ensure system IP failover operations, Ethernet port 1 on all nodes must be connected
to the same subnet. The system IP address can failover to any control node in the system.

» If Ethernet port 2 (1 Gbps) is configured with a system IP address, Ethernet port 2 on all
nodes must also be connected to the same subnet. However, the subnet for Ethernet port
2 does not have to be the same as Ethernet port 1.

» Management addresses cannot be configured on ports 3 or 4 (10 Gbps), if present.

4.1.5 Service IP address considerations

The Service Assistant is a web application that helps troubleshoot and resolve problems in a
Flex System V7000 Storage Node enclosure. Service Assistant is connected to on each IBM
Flex System V7000 Control Enclosure node canister through the Service IP address.The
node canister cannot be active as part of a system while it is in service state.

The Ethernet port 1 on each node canister is used for system management, and also used for
service access when required. In normal operation, the Service IP addresses are not needed
However, in the event of a node canister problem, it might be necessary for service personnel
to log on to the node to perform service actions.

Tip: The password is required to access the system through the Service IP address. The
authentication of the superuser is always local; therefore, this user ID can be used even
when a remote authentication server that is used for other users is not available.

To establish connectivity, the management node attempts to use Dynamic Host Configuration
Protocol (DHCP) to acquire its initial IP address for the Chassis Management Module (CMM)
Ethernet port. If DHCP is not installed or is enabled and fails, the management node uses the
static IP address.
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4.1.6 Management interface planning

IBM PureFlex Systems are pre-configured, pre-integrated infrastructure systems with
different management options:

» Chassis Management Module (CMM)
» Flex System Manager (FSM)

For information and the actual implementation of the management modules, see
Implementing Systems Management of IBM PureFlex System, SG24-8060.

Chassis Management Module (CMM)

The IBM Flex System Enterprise Chassis Management Module (CMM) is a hot-swap module
that configures and manages all installed chassis components. The chassis comes with one
Chassis Management Module in the CMM bays, and a second CMM can be optionally added
as a standby CMM for redundancy. The CMM provides system-management functions for all
components in an IBM Flex System Enterprise Chassis. It controls a serial port for connection
to a local console or a serial management network and supports data rates of 10/100 Mbps

and 1 Gbps with auto negotiate.

The IBM Flex System Chassis Management Module auto-detects and manages the hardware
of the entire Flex chassis and provides centralized system monitoring and management.

Tip: The IBM Flex System Chassis Management Module provides control and information
on the storage hardware, while the IBM Flex System Manager additionally provides
configuration functionality.

For more details, see Chapter 3, “Systems management” on page 83.

The IBM Flex System Manager Node (FSM)

The Flex System Manager (FSM) is an advanced chassis management appliance that
provides the ability to manage up to four enterprise chassis. It is designed with a specialized
compute node, storage, networking, and provides physical and virtual management
capabilities.

The FSM appliance is based on an Intel-based x86 compute node that comes with preloaded
management software. The FSM software contains a fully operational management stack for
managing multiple chassis from a single focal-point for support of all assets and resources in
IBM PureFlex Systems handling the complete range of management tasks. The following list
of the tasks can be performed from the FSM:

» Service requests
» Incident handling and problem resolution
» Handling specialized management tasks in connection with the following functions:
— Security
— Performance
— Resource allocation
— Application version control

For more details, see Chapter 3, “Systems management” on page 83.
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4.2 Initial setup for IBM Flex System V7000 Storage Node

When a new IBM Flex System V7000 Storage Node control enclosure is installed in the Flex
System chassis for the first time, you must create and configure it into a clustered system. The
following procedure guides you through the necessary steps to set up your IBM Flex System
V7000 Storage Node system for the first time in this configuration.

Choosing a method

There are two methods that can be used for the initial setup of IBM Flex System V7000
Storage Node. The method used depends upon the configuration of the IBM Flex System:

>

If the IBM Flex System has an installed and configured IBM Flex System Manager that
manages the Enterprise Chassis, then it should be used to set up IBM Flex System V7000
Storage Node.

If the IBM Flex System does not have an IBM Flex System Manager (FSM) installed and
configured, use the Chassis Management Module to set up IBM Flex System V7000
Storage Node.

Before starting
Observe these preliminary considerations:

>

You should have installed the IBM Flex System V7000 Storage Node enclosures in the
rack, connected all cables, powered the system on, and checked the LED status for the
system. When you have completed these steps, you can continue with the configuration of
IBM Flex System V7000 Storage Node.

To complete this procedure, use a supported web browser. Verify that you are using a
supported web browser from the following website:

http://www.ibm.com/support/entry/portal/overview/hardware/puresystems/pureflex_
system/storage_node/flex_system v7000

Decide whether you are going to use an DHCP server to assign the node service IP
address or will assign static IP addresses.

If using an DHCP server, make sure IBM Flex System V7000 Storage Node has access to
the DHCP server and there are at least two DHCP addresses available on the subnet for
their use. They are the addresses that will be used in the initial installation.

If assigning static service IP addresses, make sure that you also know the management IP
address that you want to assign to IBM Flex System V7000 Storage Node. It is the
address that will be used to access the IBM Flex System V7000 Storage Node cluster for
management after installation is complete.

If you are using the Management Module (CMM) to set up your system, ensure that IBM
Flex System V7000 Storage Node is installed in the is being managed by the CMM.

If you are planning to use the CMM to setup your system, verify that you are using a CMM
that supports IBM Flex System V7000 Storage Node from the following website:

http://www.ibm.com/support/entry/portal/overview/hardware/puresystems/pureflex_
system/storage_node/flex_system v7000

If you are using the Flex System Manager (FSM) to setup your system, you must have an
installed and pre-configured FSM. Verify that you are using a supported FSM for IBM Flex
System V7000 Storage Nodes from the following website:

http://www.ibm.com/support/entry/portal/overview/hardware/puresystems/pureflex_
system/storage_node/flex_system_v7000
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Tip: A USB key is not required for first-time setup or normal operations. However, it might
be required for resetting the password, the service IP, and to check the status of an
inaccessible canister, if directed by IBM Service and Support.

4.2.1 Using FSM for initial setup

Now that you have installed IBM Flex System V7000 Storage Node in the chassis with
supported level of code, you can create and configure a clustered system using the FSM. The
following procedure guides you through the necessary steps when using the FSM web user
interface:

1. Open a web browser and point it to the IP address of the FSM and log in. The following
menu panel (Figure 4-1) displays, giving you a number of selections.

Select Launch IBM FSM Explorer from the menu list.

IBM Flex System Manager™ Welcome USERID Help | Logouf

|| Home x\ --- Select Action --- -

Home FEE

Check and Update Flex Systam Manager

Use these tabs to perform some initial setup tasks, view or activate plug-ins, perform administration tasks, and access additional infarmation. Information Centar

Initial Setup | Additional Setup @ Plug-ins Learn

Perform the following initial setup tasks to set up IBM Flex System Manager™ for the first time.

ol
w Check and Update Flex System Manager

Obtain and install updates for IBM Flex Syst=m Manager™. This vill requirs a restart of 18M Flesx System Manager™.

Lel

View all chassis and Flex System Managers in your environment and select vhich to manage.
You are currently managing 1 chassis. View chassis

6 5‘ Select Chassis to be Managed

E 9\/, Configure Chassis Components

Configura basic sattings for chassis components including computa nodes, storage nodes, and [/O modulas

@ Deploy Compute Node Images
> For Red Hat Enterprise Linux 6.2-6.3, Red Hat Enterprise Linux 6.2-6.3 with Kernel-based Virtual Machine (KVM) and VMware vSphere 5.1 with IBM Customization, you can deploy the image
S directly from the Flex System Manager to System x compute nodes. To deploy other operating systams, or to deploy to Systam p compute nodes, see the link below for more information.

(@) Learn more about deploying operating systems.

@ Update Chassis Components
Update chassis components including compute nodes, storage nodes, and 1/0 modules.

@:_ Launch IBM FSM Explorer

1BM FSM Explorer is =n easy way to find and brovss resources, meniter status and events, and launch management tasks.

Figure 4-1 Launch IBM FSM Explorer
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Notice that a new browser tab is opened, which allows you to select the applicable
enclosure from the Chassis Map as shown in Figure 4-2.

IBM Flex System Manager™ ¥ Status (0) ® Jobs (64) USERID @

Home -~ Systems ~ Monitor ~ Security ~ Utilities ~ Find a System or Task

Chassis Managed Chassis

== Al Compute Nodas

®

u® Al Storage Nodes
Actions ~
[ Chassis (1) “@
-/ AllChassis
- Ml 7so_chassis ‘ | Chassis Name Access Hardware Status CMm 1P Compliance Firmware Level Firmware Date Open Bays
.\TSO_Cnassls Hox ok 9.37.117.144, fd8c:215 [l ok 1313 2012-10-23T14:17:014 7

[ Network (3)

[@ Storage (3)

%

[@ Favorites (2)

‘

[@ Al Systems (15)

Figure 4-2 Select and launch the chassis in the Chassis Manager

2. In the Chassis Manager, select the applicable chassis which will launch the Chassis Map
for that chassis, as shown in Figure 4-3.

IBM Flex System Manager™ B status (0) USERID

Systems - Monitor ~  Security -~ Utiliies -

Chassis

Hardware Map
\' wmm All Compute Nodes

mmm Al Storage Nodes

|4 Chassis (1)
=I All Chassis

+ [l 'TSO_Chassis

7

[ Network (3)

[ Storage (3)

o

[ Favorites (2)

ﬁ

P-BIB-@-0-8

3@ Al Systems (15)

View De
node01 - Summary R P —
Slots Occupied: 1,234
Verify Connection Interval:  Every 15 minutes
IP Addresses: fe80:0:0:0:5ef3-fcfffebr5cc, 9.37 117,149, fd8c:216d:178e c0de5ef3 fefffebr5ec,

169.254 95118

Com State: Communication Untrusted
SystemBoardUUID: B8106786-3864-11E1-9AE3-EF3BCD385476
Manufacturer:  1BM

Serial Number: G23E00C

Machine Type: 4939

Figure 4-3 IBM Flex System Manager - Hardware Map
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3. From the Chassis Manager page in the management software web interface, click the
chassis name that contains your applicable storage node as shown in Figure 4-4 (A) and
continue to Step 4. If the chassis is not displayed, add the chassis by performing the
following steps:

Select General Actions — Add or Remove a chassis, as shown in Figure 4-4 (B).
Select the chassis that you want to manage.

Click Manage. The Management Domain page displays.

Click Manage.

Enter the user ID and password for the CMM of the chassis that you want to manage.

-~ 0 o0 T ®

Wait while the status is processed. After the status is processed, the status changes to
Success, and the message changes to Managed.

g. Click Done.

IBM Flex System Manager™

USERID 6]

Home - Systems - Monitor ~ Security ~ Utilities - Find a System or Task

Chassis

. wa Al Compute Nodes

mm Al Storage Nodes
@ Chassis (1)

Hardware Map

~I All Chassis ]
-
+/ [l ITSO_Chassis 1 FSM-bay14 L€ Server-7095-22X-SN10FB5TA,

&

LT | SR -
2 Network (3)

Network Control
Configuration Patterns

Storage (3)
2 | Chassis and Members

Home

"

| Manage Power Systems Resources
Resource Explorer

- | _storege enager v7000)
! Add or Remove a Chassis.. |
‘ » - B - | @ - - B Configure Chassis Security Palicy

@ Favorites (2)

i

[ All systems (15)

Senvice and Support Manager

node01 - Summary VW Detals | e eralActions | =
Slots Occupied:  1,2,3, 4

‘Verify Connection Interval: ~ Every 15 minutes

IP Addresses:  fe80:0:0:0:5ef3 fcfffe6f 5cc, 9.27.117.149, fd8c:215d:178e:cOde Sef3:fcfife65cc,

169.254.95.118

‘Communication State: Communication Untrusted

SystemBoardUUID: B2106786-3864-11E1-0AE3-EF8BCD385476

Manufacturer:  IBM

Serial Number:  G23E00C

Machine Type: 4939

Figure 4-4 Add a chassis into Chassis Manager
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4. Navigate to General Actions and click Launch IBM Flex System V7000 Storage Node
Manage (V7000) as shown in Figure 4-5 to start the Initial Setup wizard. If you do not see
this option, examine the Service IP setting for the storage node. For details, see 4.5.1,
“Changing the Service IP address” on page 184.

IBM Flex System Manager™

Systems ~ Monitor - Security ~ Utilities ~

Chassis Hardware Map

mm All Compute Nodes

by
=
i

mm Al Storage Nodes
[ Chassis (1)
~| All Chassis

+ [l 'TSC_Chassis

&

[ Network (3)

Network Control

Configuration Patterns
[ Storage (3)

% Chassis and Membars
Home

Manage Power Systems Resources

%

Resource Explorer

| | Storage Manager (v7000)

= Add or Remove a Chassis.
‘ @ - | | - ‘ @ - | - ‘ @ ‘ Configure Chassis Security Policy

Senvice and Support Manager

(4 Favorites (2)

i

[ All Systems (15)

View Detalls
node01 - Summary Ceac A ion
Slots Occupied: 1,2 3,4
Verify Connection Interval: Every 15 minutes
P fe80:0:0:0:5ef3 fefffebf5ec, 9.37.117 149, fd8c:215d 178e c0de 5ef3 fefffebr.5ec,

169.254 95 118

Communication State: Communication Untrusted Click Gineral Actions to

SystemBoardUUID: B3106786-3864-11E1-9AE3-EFSBCD285476

Manufacturer:  [BH view the Options.

Serial Number:  G23E00C
Machine Type: 4939

Figure 4-5 Launch Storage Manager (V7000)

5. The next window is a welcome window from the IBM Flex System V7000 Storage Node
interface, asking to either create a new system (cluster) or add to an existing system, as
shown in Figure 4-6.

Do you want to create a new system or add to an existing
system?

Figure 4-6 IBM Flex System V7000 Storage Node first time setup welcome window

166 IBM Flex System V7000 Storage Node Introduction and Implementation Guide



6. If you choose to create a new system, it will ask for network information, as shown in
Figure 4-7. Select whether you are using an IPv4 or IPv6 management IP address and
type in the address (you can use either DHCP or the static address that was assigned).
The subnet mask and gateway will already have defaults listed, which you can edit.

Create a new system

O IPvd ® IPve

Gateway:

Figure 4-7 Create new Storage Cluster

7. Click Finish to set the management IP address for the system. System initialization
begins and might take several minutes to complete.

When system initialization is complete, System Setup is launched automatically. The
setup wizard will take you through the steps to configure basic system settings such as
time and date, system name, and hardware detection and verification.

For more details on the rest of the setup wizard steps, see 4.3, “IBM Flex System V7000
Storage Node Setup Wizard” on page 170.

4.2.2 Using CMM for initial setup

When the first control enclosure for a new IBM Flex System V7000 is installed in the Flex
System chassis, you must create and configure a system. This procedure is used to guide
you through the necessary steps using the CMM for the first time.

Before you begin
Here are some considerations before you begin the setup:

» You need to be sure that your IBM Flex System V7000 Storage Node has access to the
DHCP server and there are at least two DHCP addresses available on your subnet. They
are the addresses that will be used in the initial installation. If DHCP addresses are
unavailable, the node will use a default service IP address based on the slot location. It
can be changed to a static address using the CMM Component IP Configuration page.

» When a new control enclosure is installed in the IBM Flex System Enterprise Chassis, the
CMM automatically recognizes the new hardware. Open the CMM web user interface and
navigate to the Chassis Map. In the Chassis Map displayed by the CMM, you will see the
new Flex System V7000 Storage Node.
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Initial setup
Follow this procedure for the initial setup from the CMM interface:

1. Log in to the CMM and navigate to the Chassis Map. In the Chassis Map displayed by the

CMM, you will see all the IBM Flex System V7000 Storage Node enclosures installed in
the chassis.

Tip: If you have installed more than one control enclosure in your IBM Flex System
V7000 Storage Node system, choose a control enclosure to be used to initialize the

system. It does not matter which control enclosure you choose. You cannot initialize the
system from an expansion enclosure.

2. Select the Actions menu and click Launch Storage Node Console. The Action menu
can be found by right-clicking the left canister in the graphical representation of the
storage node, as shown in Figure 4-8.

Chassis#3 [ change chassis name | | System Information ~ |

Chassis Active Events

Table View

Actions for Canister 1 (left) [noden1] <@———

Power on
Power off (Controller will shutdown 05)
Restart System Mgmt Processor

I Launch Storage Node Conscle I
Manage identify LED

Details for Canister 1 (left) 'node01’

Events General Hardware | Firmware Power Environmentals | IO Connectivity LEDs
Node name node01
Auto power on mode Restore previous state

Power on delay
Node Bay data

Bay data status Unsupported
Management Metwork Status Up
Internal Mgt Port MAC SC:F3:FC:6F:0D:04

Figure 4-8 CMM - Select Launch Storage Node Console

3. A browser window displays the IBM Flex System V7000 Storage Node system startup
panel. The Service IP address displayed will be one that has been allocated by your
DHCP server as shown in Figure 4-9.

Launch Node Console X

Interface 1P:  |10.240.51.113] = |

Context: | Service interface for cluster creation

Protocol:  |HTTPS

Temporary login credentials expire in 36 second(s)
if the Launch button is not clicked.

| Launch || Close |

Figure 4-9 CMM - Launch Node Console
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— If a default Service IP address in the range between 192.168.70.131 and
192.168.70.144 is displayed, the canister has not obtained a DHCP address. This
default service IP address can be changed to a static address using the CMM
Component IP Configuration page. See the topic “Changing the service IP address of a
node canister” in the IBM Flex System V7000 Storage Node Troubleshooting,
Recovery, and Maintenance Guide PDF on the CD provided with your system, or in
the IBM Flex System V7000 Storage Node Information Center.

— If you have problems connecting to the service address, see the Cannot connect to the
service assistant topic in the IBM Flex System V7000 Storage Node Troubleshooting,
Recovery, and Maintenance Guide PDF on the CD or in the IBM Flex System V7000
Storage Node Information Center.

After clicking Launch in Figure 4-9, you have an option to Create a new system or Add to an
existing system as shown in Figure 4-10. We select Create a new system, then click Next.

Do you want to create a new system or add to an existing
system?

Add te

Figure 4-10 IBM Flex System V7000 Storage Node first time setup welcome window

4. Select whether you are using an IPv4 or IPv6 management IP address and type in the
address (you can use DHCP or statically assigned one). The subnet mask and gateway
will already have defaults listed, which you can edit, as shown in Figure 4-11.

Create a new system

O IPw
IP Adc
Subnet Mask:

Gateway:

Figure 4-11 Create new Storage Cluster

5. Click Finish in Figure 4-11 to set the management IP address for the system. System
initialization begins and might take several minutes to complete.

When system initialization is complete, System Set Up is launched automatically. The
setup wizard will take you through the steps to configure basic system settings such as
time and date, system name, and hardware detection and verification.
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For more details on the rest of the setup wizard steps, see 4.3, “IBM Flex System V7000
Storage Node Setup Wizard” on page 170.

4.3 IBM Flex System V7000 Storage Node Setup Wizard

After the initial configuration using the FSM or CMM, we can continue with the setup wizard
for the rest of the configuration of IBM Flex System V7000 Storage Node.

After clicking Finish in Figure 4-11 on page 169, on the next panel, enter the system name

and a new superuser password. At this point, you have the option to use the setup wizard to
configure more settings such as notifications and storage configuration. If you are not ready
to complete further configuration steps, use the configuration tasks in the management GUI
to complete the configuration at a later time.

When you complete the Initial Setup wizard, return to the FSM or CMM console.

Tip: It is recommended that you upgrade to the most current level of software after
installing the Flex System V7000 Storage Node. The management GUI can be used to
apply software updates. See the IBM Flex System V7000 Storage Node support website
for the latest information about software upgrades.

1. After the initial configuration described in 4.2, “Initial setup for IBM Flex System V7000
Storage Node” on page 162 is complete, the IBM Flex System V7000 Storage Node
Welcome window opens (Figure 4-12).

IBM Flex System V7000

Storage Management (Flex System . )

User Name: |_superuser |

Password: |........ |

Login (5)

Figure 4-12 IBM Flex System V7000 Storage Node Welcome window
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You are prompted to change the default password on this first login to the management
GUI, as shown in Figure 4-13.

IBM Flex Svystem V7000

Storage Management (Flex System )

New |
Password:

Confirm 7|
Password: J

Loom (59

The default pa

Figure 4-13 Change default login password

The IBM Flex system v7000’s Welcome to System Setup window appears after a
successful login through the management GUI. Click Next to continue this initial setup
process, as shown in Figure 4-14.

System Setup
& Welcome Welcome to System Setup
Li i \
I8M Flesx Sysiern V7000

Congratulations! You now have unmatched performance, availability, advanced functions and highly-
scalable capacity right at yvour fingertips.

Let’s configure your system settings.
You will need the following information:
» Licensed function information

* Email server [P
« Email addresses for local users

Figure 4-14 IBM Flex system v7000’s Welcome to System Setup window

Note: During the initial setup of the Flex System V7000, the installation wizard asks for
various information that you should have created during planning and have available
during this installation process. If you do not have this information ready or choose not
to configure some of these settings during the installation process, you can configure
them later through the management GUI.
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2. You must read and accept the license agreement to be able to continue this initial setup
process as shown in Figure 4-15. Click Next after accepting the licence agreement.

System Setup X

) Welcome
Read the license agreement carefully.

&) Licenses
+ System License License Addendum | Java Notices | Non-IBM Licenses | | Additional
Licensed Functions International Program License Agreement

Part 1 - Generzl Terms
System Name
i BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON AN "ACCEI
THE DRCCRAM, LICENSEEZ ACREEZS TC THE TERMS OF THIS ACREEMENT. IF YOU I
Date and Time BEHALF OF LICENSEE, YOU RE NT ZND WARRANT THAT YOU HAVE FULL RAUTE
THESE TEEMS. IF YOU DO NOT ACREZ TC THESE TERMS,

Detected Enclosures + DO NOT DOWNLCAD, INSTALL, COPY, ACCESS, CLICK ON AN "ACCEPT" BUTTOCL

* PROMPTLY RETURN THE UNUSED MEDIZ, DOCUMENTATICON, AND PROOF OF ENTIC
IT WAS OBTAINED FOR A REFUND OF THE AMOUNT PAID. IF THE PROGRAM WAS [
OF THE PROGRAM.

Call Home

Configure Storage .. Definicions

"Ruthorized Use" - the specified level at which Licensee is suthorize
Program. That level may be measuzed by nuwber of users, millions of :
Processor Value Units ("PVUs"™), or other level of use specified by II

Summary

"IBM" - International Business Machines Corporation or one of its sut

I agree with the terms in the license agreement.

I do not agree with the terms in the license agreement.

< Back Next = Cancel

Figure 4-15 Setup wizard - License Agreement

3. Optionally, you can type in the number of System licenses needed for use of certain
functions and click Apply and Next as shown in Figure 4-16. The System Licenses
include External Virtualization Limit, Remote-Copy Limit, and Real-time Compression
Limit.

Note: The virtualization license for all directly attached expansion enclosures is already
included in the System License and should not be added here.

System Setup X

) Welcome
Licensed Functions
&) Licenses
v System License
=+ Licensed Functions

Additional licenses are required to use certain system functions.

External Virtualization: per external encl
System Name 0 er external enclosure

. Remote Copy: o Number of enclosures
Date and Time

Real-time Compression: | g Number of enclosures
Detected Enclosures
Call Home

Configure Storage

Summary

© MNeed Help < Back | | Apply and Next = Cancel

Figure 4-16 Setup wizard - Set additional licenses for functions
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4. Set up a system name and click Apply and Next as shown in Figure 4-17.

System Setup

@ Welcome System Name

@ Licenses Enter a name for the system.
& System Name System Name: upgrade
Date and Time
Detected Enclosures
Call Home

Configure Storage

Summary

| = Back | | Apply and Next > | | cancel |

Figure 4-17 Setup wizard - Set a name for the system

5. Set up the date and time for your system and click Apply and Next as shown in
Figure 4-18.

System Setup x
Wel y

T Date and Time

w Licenses Current Date and Time

& System Name Jun 10, 2013 5:26:06 PM

@ Date and Time
Time Zone
Detected Enclosures (GMT-5:00) US Eastern Time

Call Home | Use Browser Settings
Configure Storage

Summary

| < Back | | Apply and Next > | | cancel |

Figure 4-18 Setup wizard - Set date and time
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6. Configure the Call Home function for support notifications and System location
information. Select Yes and click Next to continue as shown in Figure 4-19.

Note: If No is selected, the Call Home setup step is skipped, and you can click Next to
continue to the next step.

System Setup X

& Welcome

Call Home
2 Licenses
Call heme automatically notifies IBM support when events occur on the system and sends usage

data that helps IBM support personnel determine the cause of these events.
&) System Name

Do you want to set up call home?
& Date and Time
Yes No
() Detected Enclosures

@ Call Home
Systemn Location
Contact Details
Email Servers
Event Notifications
Summary

Configure Storage

Summary

| < Back | | Next > | | Cancel |

Figure 4-19 Configure Call Home - support notifications

Enter the System Location information and click Next to continue as shown in

Figure 4-20.
System Setup X
&) Welcome
System Location
&) Licenses X
Enter the company name and address to ship parts.
& System Name
*Company name: ABC
) Date and Time
*Street address: 1000 King Ave.
) Detected Enclosures *City: Raleigh
& Call Home *State or province: NC
+ System Location
Contact Details *Postal code: 27513
Email Servers
Event Motifications *Country or region: .
Summary
Configure Storage
Summary
| < Back | | Next > | | Cancel |

Figure 4-20 Configure Call Home - System Location information
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Enter the Contact Details for the person in your organization that support personnel can

contact to help resolve problems on the system. Click Apply and Next to continue as
shown in Figure 4-21.

System Setup

) Welcome

Contact Details
) Licenses

Enter the name and contact information for the person in your organization

that support personnel can contact to help resolve problems on the system
¥ System Name
) Date and Time *Contact name: Jane Doe
* i 2 jd@abec.
) Detected Enclosures Email address jd@abe.cam
*Telephone (primary): 91591234567
&) Call Home

v System Location Telephone (alternate): l:l
+ Contact Details

Email Servers

Event Notifications

Summary

Comment:

Configure Storage

Summary

| <= Back | | Apply and Next = | | Cancel |

Figure 4-21 Enter contact details

Enter at least one Email Server that your company uses. Click Apply and Next to
continue as shown in Figure 4-22.

Note: Click the green ‘+ to add additional Email Server if needed. Click the red X’ to
delete the existing Email Server.

System Setup

) Welcome

Email Servers
) Licenses

Specify the IP address of at least one email server that your company uses

@ System Name IP Address Server Port

[s.42.117.52 25 o+ )
&) Date and Time

&) Detected Enclosures

&) Call Home
¥ System Location
v Contact Details
+ Email Servers
Event Nofifications
Summary

Configure Storage

Summary

< Back | | Apply and Next > | | cancel |

Figure 4-22 Enter Email Server information

Chapter 4. IBM Flex System V7000 Storage Node initial configuration ~ 175



Email notification for IBM Support is automatically configured. Enter any additional users

to receive notifications where events occur. Click Apply and Next to continue as shown in
Figure 4-23.

Note: Click the green ‘+’ to add additional user Email address if needed. Click the red
‘X’ to delete the existing user Email.

System Setup

¥ Welcome
Event Notifications
& Licenses N . . . .
Email notification for IBM Support is automatically configured. Enter any

additional users to receive notifications when events occur,
& System Name

Email Address Error  Warning  Info  Inventary
& Date and Time
jd@abc.com ] =] B < & &

) Detected Enclosures l:l kA + X

& Call Home
v System Location
v Contact Details
¥ Email Servers
+ Event Notifications
Sumrmary

Configure Storage

Sumrnary

| < Back | | Apply and Next > | | cancel |
Figure 4-23 Enter user Emails to receive notifications

A summary of what changes have been applied to the system is displayed.
Click Apply and Next to continue as shown in Figure 4-24.

System Setup X
-~
¥ Welcome
e Summary
@ Licenses The following changes have been applied to the system.
¥ Contact Details

&) System Name Contact name: Jane Doe

Email address:

jd@abc.com

@ Date and Time Telephone (primary): 91581234567

Telephone (alternate):

Comment:

) Detected Enclosures v System Location

Company name: ABC
-~ Street address: 1000 King Ave.
@ Call Home ) City: Raleigh
v System Location State or province: NC
v Contact Details Postal code: 27513
Count ion: us
v Email Servers untny er reqien
v Event Notifications v Email Servers
IP address: 9.42.117.52
+ Summary Port: 25
¥ Event Notifications
Configure Storage
Email Address Error Warning Info Inventory
jd@abc.com On on on On
Summary
[V
| = Back | [:Apply and Next = | | Caneel |

Figure 4-24 Summary of changes
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7. Select Yes to automatically configure the storage, and click Next to continue as shown in

Figure 4-25.

System Setup

& Welcome

) Licenses

& System Name

@ Date and Time

) Detected Enclosures
) Call Home

&) Configure Storage

Summary

Configure Storage

Would you like to automatically configure internal storage now?

Yes No

| <Back | | Next = |

‘ Cancel |

Figure 4-25 Configure storage options

Note: Select No if you want to configure the storage manually. Click Next to see the

Summary as shown in Figure 4-26.

System Setup X
-
Welcome
© Summary
F A
) Licenses Configured Storage
(1) Basic RAID-5 array(s) using 3 drives and 0 hot
spare(s)
© System Name 2.45 TB of storage will be provisioned into a new storage
pool.
& Date and Time The pool is created when the wizard completes.
Licensed Functions
& Detected Enclosures External Virtualization: 10 per external enclosure =
Remote Copy: 10 enclosures
@ call Home Real-time Compression: 10 enclosures
System Name
- Flex Syst V7000
& Configure Storage = system L
Date and Time 1
® Summary Time Zone: (GMT-5:00) US Eastern Time
Enclosures
Enclosures: 1
Usable storage: 2.45TB SAS
Call Home
Call heme configuration applied.
v
| < Back | | Finish | | Cancel |

Figure 4-26 Summary of automatically configured storage

Chapter 4. IBM Flex System V7000 Storage Node initial configuration

177



Verify in the Summary that all hardware has been detected by the system correctly, and
click Next as shown in Figure 4-27.

System Setup X
-
Welcome
w Summary
F -~
7 e Licensed Functions
External Virtualization: 10 per external enclosure
Remote Copy: 10 enclosures
& System Name Real-time Compression: 10 enclosures
¥ Date and Time System Name

Flex System V7000

) Detected Enclosures Date and Time

Time Zone: (GMT-5:00) US Eastern Time 3
Enclosures

T el Enclosures: 1
Usable storage: 2.45 TB SAS

@ Configure Storage call Home L

Call home configuration applied.

&) Summary

lv

| = Back | | Finish | | Cangel |

Figure 4-27 Summary of non-automatically configure storage

8. After you have set up your system, configure settings for each host that is connected to
the system. Click Create Hosts to continue as shown in Figure 4-28.

Tasks X

After vou have set up yvour system, configure settings for each host that is
connected to the system.

Click the task to proceed.

' Create Hosts |

p» View an introductory tour of the management GUIL

| Cancel |

Figure 4-28 Create Hosts
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Select the Host type you want and click Create Host as shown in Figure 4-29.

Create Host x

Choose the Host Type

"--.._i-..-

Fibre Channel Host iSCSI Host

{E Create Host | | Cancel |

Figure 4-29 Select the Host Type

Configure an optional Host Name, Fibre Channel ports, and other advanced settings if
host type Fibre Channel Host is selected, as shown in Figure 4-30.

Create Host X

H——% Host Mame (optional): ||

Fibre Channel Ports

l:i;' Add Port to List | [ Rescan |

Port Definitions
You have not added any WWPNs yet.

Advanced Settings

I/0 Group Host Type
| io_grp0 Generic (defauilt)
| io_grpl HP/ X
| io_grp2 OpenVMs
4 io_grp3 TPGS
|. Advanced | 4 Create Host Cancel |

Figure 4-30 Configure Fibre Channel Host Type
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Configure an optional Host Name, Fibre Channel ports, and other advanced settings if
host type iISCSI Host is selected, as shown in Figure 4-31.

Create Host X

Host Name (optional): |

iSCSI Ports

W add Part to List

Port Definitions
You have not added any iSCSI ports yet.

Use CHAP authentication (all ports)

Advanced Settings

1/0 Group Host Type
L4 io_grp0 o) Generic (default)
4| io_grpl HRE/UX
L4 io_grp2 CpenVM3
4| 1o_agrp3 TPGS
|. Advanced | 4 Create Host | Cancel |

Figure 4-31 Configure iSCSI Host Type

9. Click Finish to complete the Setup wizard task.

10.IBM Flex System V7000 Storage Node initial configuration is complete and the cluster is
up and running as shown in Figure 4-32.

IBM Flex System V7000

Welcome, superuser Llegal | Logout | Help
Flex System V7000 > Monitoring > System Details
- ~
@ refresh [ 5= Actions ~ | —
= Elex System V7000
“ |- @ Zexsuln | Flex System V7000
—| @i Enclosure 1
L‘! [@ Drive Slots
+| =R Canisters
|
;!E' System 1D 0000000020A0001C
Software Version 7.1.0.0 (build 79.5.1305240000)
H General
& Name Flex System V7000
D 0000000020A0001C
l@ Location Local
Capacity
Total MDisk Capacity 1.60 TB
- .
Capacity in Paols 1.60 TB LI
e tlotet O LB ) @ memmTmle) ) ——"i i —

Figure 4-32 System details view in management GUI
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11.You can continue to configure additional functions and features for your environment in
order to meet your implementation requirements.

4.4 System management

System management allows for troubleshooting and management tasks using the
management graphical user interface (GUI). It includes checking the status of the storage
server components, updating the firmware, monitoring events, and managing the storage
server. It offers advanced functions, such as FlashCopy, Volume Mirroring, and Remote
Mirroring.

A command-line interface (CLI) for IBM Flex System V7000 Storage Node is also available.
See Appendix A, “CLI setup and configuration” on page 629 for details.

IBM Flex System V7000 Storage Node is managed through FSM or CMM using the
management GUI or a command-line interface (CLI) over an Ethernet connection. For more
information see Chapter 3, “Systems management” on page 83.

Tip: Management IP addresses that are assigned to a Flex System V7000 Storage Node
are different from iSCSI IP addresses and are used for different purposes. If iISCSI is used,
iISCSI addresses are assigned to node ports. On the configuration node, a port has
multiple IP addresses active at the same time.

4.4.1 Graphical User Interface (GUI)

The IBM Flex System V7000 Storage Node graphical user interface (GUI) is designed to
simplify storage management and provide a fast and more efficient management tool. Use a
supported web browser for GUI access to configure, manage, and troubleshoot IBM Flex
System V7000 Storage Node. It is also used primarily to configure RAID arrays and logical
drives, assign logical drives to hosts, replace and rebuild failed disk drives, and expand the
logical drives.

JavaScript: You might need to enable JavaScript in your browser. Additionally, if you are
using Firefox, under Advanced JavaScript Settings, you need to click Disable or replace
context menus and allow cookies.

After the first-time setup procedure is complete, open your web browser on a workstation and
point it to your IBM Flex System V7000 Storage Node management IP address (Figure 4-33)
and complete the steps guided by the Initial Setup wizard. The default login is superuser and
the password is passwOrd.

Tip: If a management IP has been configured for your IBM Flex System V7000 Storage
Node, the system name that you specified will appear in the login window, as shown in

Figure 4-33. If a longer system name is used, you might need to hover over the system
name to view the full system name, due to limited display space.
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IBM Flex Svstem V7000

Storage Management (FlexSystem_... )

User Name: | superuser
Password: sssssene

Login :'

Figure 4-33 IBM Flex System V7000 Storage Node GUI logon panel

Figure 4-34 shows an overview of the IBM Flex System V7000 Storage Node GUI.

IBM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_ V7000 > Home > Overview ¥

= Buggested Tasks *

24 Internal 0 Fibre Channel

Drives Lﬁ’ a @ ﬁ % Hosts

. 4 MDisks 2 Pools 2 Volumes
0 External 1 iSCSI Host
Storage Systems

"' Overview

ﬁ Watch e-Learning: Overview

Cenmsshad

Welcome!
The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the

diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

b Visit the Information Center

T P Y — e
Figure 4-34 IBM Flex System V7000 Storage Node management GUI Welcome page

For more details on how to use IBM Flex System V7000 Storage Node management GUI, see
Chapter 5, “IBM Flex System V7000 Storage Node GUI interface” on page 189.
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4.4.2 Launching IBM Flex System V7000 Storage Node GUI from CMM

When a new control enclosure is detected in the IBM Flex System Enterprise Chassis, the
Chassis Management Module (CMM) recognizes the new hardware and starts the
initialization process. The IBM Flex System V7000 Storage Node Management GUI can be
launched and accessed by CMM after the management IP been assigned to your new Flex
System V7000 storage node.

To start, log in to the CMM GUI and navigate to the Chassis Map. Right-click the canister that
you want to launch and select Launch Storage Node Controller Console to access the
Storage Node management GUI. See Figure 4-35.

IBM Chassis Management Module

& System Status  Multi-Chassis Monitor  Events »  Service and Support »  Chassis Management Mgt Module Management = Search. . .

ITSO Chassis | change chassis name | | System Information ':

Chassis Active Events

Table View

Actions for Canister 2 (right) [node01 (left}]
Power on
Power off (Controller will shutdown OS)
Restart System Mgmt Processor
Launch Storage Node Console
Manage identify LED

Figure 4-35 To launch storage node controller console by Chassis Map

To launch the IBM Flex System V7000 Storage Node management GUI, select the Interface
IP address (Figure 4-36) and click Launch to start the Storage Node Controller Console.

Launch Node Console

Interface IP: |9.37.117.130 | - |

Context: |Cluster management interface

Protocol: HTTPS

Temporary login credentials expire in 46 second(s)
if the Launch button is not dlicked.

| Launch || Close |

Figure 4-36 Launch to start the Storage Node Controller Console
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4.5 Service Assistant

The primary use of the Service Assistant is when a node canister in the IBM Flex System
V7000 Storage Node enclosure is in service state. The node canister might be in service
state because it has a hardware issue, has corrupted data, or has lost its configuration data.
The node canister cannot be active as part of a system while it is in service state.

Attention: Perform service actions on node canisters only when directed to do so by the
fix procedures. If used inappropriately, the service actions that are available through the
Service Assistant can cause loss of access to data or even data loss.

The storage system management GUI operates only when there is an online system. Use the
Service Assistant if you are unable to create a system or if all node canisters in a system are
in service state. Use the Service Assistant in the following situations:

» When you cannot access the system from the management GUI and you cannot access
the Flex System V7000 Storage Node to run the recommended actions

» When the recommended action directs you to use the Service Assistant.

Tip: The Service Assistant does not provide any facilities to help you service expansion
enclosures. Always service the expansion enclosures by using the management GUI.

You can also perform the following service-related actions using Service Assistant:

» Collect logs to create and download a package of files to send to support personnel.

» Remove the data for the system from a node.

» Recover a system if it fails.

» Install a software package from the support site or rescue the software from another node.

» Upgrade software on node canisters manually versus performing a standard upgrade
procedure.

» Configure a control enclosure chassis after replacement.

» Change the Service IP address that is assigned to Ethernet port 1 for the current node
canister.

» Install a temporary SSH key if a key is not installed and CLI access is required.
» Restart the services used by the system.

4.5.1 Changing the Service IP address

184

There are multiple methods that you can use to change the Service IP address of a storage
node canister and which method to use depends on the status of the system and the other
node canisters in the system. Follow the methods in the order shown until you are successful
in setting the IP address to the required value.

Tip: You can set an IPv4 address, an IPv6 address, or both, as the service address of a
node. Enter the required address correctly. If you set the address to 0.0.0.0 or
0000:0000:0000:0000:0000:0000:0000, you disable the access to the port on that protocol.
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Changing the Service IP address by management GUI

Use the control enclosure management GUI when the system is operating and the system is
able to connect to the node canister with the Service IP address that you want to change, as
shown in Figure 4-37.

1. Select Settings — Network from the navigation.

2. Be sure to select the correct node to configure.

3. Select Specify IP address and change it to the new IP.
4. Click Save to complete the panel.

FlexSystem_V7000 > Settings > Network ¥ 4_ 1

Service |IP Addresses

Management IP
Addresses The service IP address provides access to the service interfaces on each individual node canister. The service
IP address can be unconfigured by setting the IPv4 address to 0.0.0.0 or the IPv6 address to 0:0:0:0:0:0:0:0.

\.qe g ]
* &L Service IP
ervice ()
Addresses Node Canister: |left [=] [#1dentify |
left
L__ E_ right ib 472
. ~g iscsI
@ IPv4
e 1] Obtain IP Address Automatically, but Failback to a Static IP Address
LS_’ T Fibre Channel Obtain IP Address Automatically
Specify IP Address 3
i!j IP Address Subnet Mask Gateway
_‘ ’ 9.37.117.150 255.255.255.0 9.37.117.1
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Figure 4-37 Change Service IP by management GUI procedure

Changing the Service IP address by CMM

If the CMM in the chassis is operating and reachable, you can use the CMM to change the
Service IP address of a node canister, as shown in Figure 4-38.

Tip: If the canister has failed to obtain a DHCP address, a default Service IP address in the
range between 192.168.70.131 and 192.168.70.144 is displayed.

1. Open the CMM and navigate to the Chassis Management - Component IP
Configuration page.

2. In the list of Storage Nodes, click the name of the node canister.
3. In the IP address Configuration panel, click the IPv4 tab.

4. Select Node_Service_lIf as the Network Interface and select the Configuration Method
you want to use. If the selected Configuration Method is to Use Static IP address
(as shown in Figure 4-38), type the Static IP address, Subnet Mask, and Gateway address
for the New Static IP Configuration.

5. Click Apply and then Close.
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IP Address Configuration node01

General Setting IPvd IPvE

Current IP Configuration

Metwork Interface Node_Service_If --f——| =
Configuration Method  Use Static IP Address

1P Address 9.37.117.150

Subnet Mask 255.255.255.0

Gateway Address 9.37.117.1

Change IP Configuration
Configuration Method Use Static IP Address <-f——

New Static Address Information
IP Address

Subnet Mask

Gateway Address

Apply

Close

Figure 4-38 Change Service IP by CMM procedure

Changing the Service IP address by CLI

These addresses are not set during the installation of a Flex System V7000 Storage Node
system, but you can set these IP addresses later by using the chserviceip CLI command.

4.6 Command-Line interface (CLI)

The Flex System V7000 Storage Node command-line interface (CLI) is a collection of
commands that you can use to manage a Flex System V7000 Storage Node.

You can use the CLI to perform the following functions:

Setup of the clustered system, its nodes, and the 1/0 groups

Analyzing error logs (event logs)

Setup and maintenance of managed disks (MDisk) and storage pools
Setup and maintenance of client public SSH keys on the clustered system
Setup and maintenance of volumes

Setup of logical host objects

Mapping volumes to hosts

Navigating from managed hosts to volumes and MDisks, and reverse direction up chain.
Setting up and starting Copy Services:

— FlashCopy and FlashCopy consistency groups

— Synchronous Metro Mirror and Metro Mirror consistency groups

— Asynchronous Global Mirror and Global Mirror consistency groups

YyVyVYyYVYVYVYYVYYY

The CLI commands use the Secure Shell (SSH) connection between the SSH client software
on the host system and the SSH server on the Flex System V7000 Storage Node. Install and
set up SSH client software on each system that you plan to use to access the CLI.
Authenticate to the system using a password. If you require command line access without
entering a password, use an SSH public key. Then store the SSH public key for each SSH
client on the Flex System V7000 Storage Node.
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Public Keys: After the first SSH public key is stored, you can add additional SSH public
keys using either the management GUI or the CLI.

You can connect to the Flex System V7000 Storage Node CLI using PuTTY (Figure 4-39).

login as: superuser

superuser@f.37.117.130"'s password:

Last login: Mon Jul 23 21:08:45 2012 from 9.80.11.49%9

IEM 4939:FlexSystem V7000:superuser>sainfo lsservicenodes

panel name cluster id cluster name node_id node name relation node sta
tus error_data

01-1 0000000023A001BE FlexSystem V7000 1 nodel local Active
01-2 0000000023RA001BE FlexSystem V7000 2 node2 partner Active

IEM 4939:FlexSystem V7000:superuser>

Figure 4-39 Connect to the CLI using PuTTY

A detailed Command Line Interface setup procedure for IBM Flex System V7000 Storage
Node is available in Chapter A, “CLI setup and configuration” on page 629. It can also be
found at the following address:

http://pic.dhe.ibm.com/infocenter/storwize/ic/index.jsp?topic=/com.ibm.storwize.v7
000.doc/svc_clicommandscontainer_229g0r.html

4.7 Recording system access information

It is important that anyone who has responsibility for managing the system knows how to
connect to and log on to the system. Pay attention to those times when the normal system
administrators are not available because of vacation or iliness. Record the following
information and ensure that authorized people know how to access the system information as
shown in Table 4-1.

Table 4-1 Record log on information

Item Value Notes

Management IP address for the GUI and CLI

Management user ID (the default is admin)

Management user ID password (the default is admin)

Control enclosure management IP address

Control enclosure Service IP address: node canister 1

Control enclosure Service IP address: node canister 2

Control enclosure superuser password (default is passwOrd)
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IBM Flex System V7000 Storage
Node GUI interface

This chapter provides an overview of the graphical user interface (GUI) of IBM Flex System
V7000 Storage Node and shows how to use the navigation tools.
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5.1 Overview of IBM Flex System V7000 Storage Node
management software

IBM Flex System V7000 Storage Node can be managed either from the IBM Flex System
Manager Node (FSM) or from the built in Graphical User Interface (GUI), which is a web
browser based management tool.

The web based Graphical User Interface is designed to simplify storage management and
provide a fast and more efficient management tool. It is loosely based on the IBM System
Storage XIV software and has a similar look and feel.

JavaScript: You might need to enable JavaScript in your browser. Additionally, if you are
using Firefox, under Advanced JavaScript Settings, you need to click Disable or replace
context menus and allow cookies.

For more information about managing IBM Flex System V7000 Storage Node through FSM,
see Chapter 3, “Systems management” on page 83.

5.1.1 Access to the Graphical User Interface
To log on to the Graphical User Interface, point your web browser at the IP address that was

set during the initial setup of IBM Flex System V7000 Storage Node. The login window opens
(Figure 5-1).

IBM Flex Svstem V7000

Storage Management
(FlexSystem_V7000)

User Name: |_superuser |

Password: | ........| |

Login |E|

Figure 5-1 Login window
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After you have logged in successfully, the Home window opens showing the Overview panel

(Figure 5-2).

FlexSystem_V7000 > Home > Overview ¥

i= Suggested Tasks ¥ |

o

24 Internal
Drives

1 External
Storage System

l'. Overview

@ watch e-Learning: Overview

4 MDisks

Welcome!

b Visit the Information Center

Lﬁ’ :D @ => E%.—j Hosts

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

=

3 Fibre Channel

3 Pools 12 volumes

3 i5CSI Hosts

Running Tasks (0) )

Figure 5-2 Home menu showing the Overview window

5.1.2 Graphical User Interface layout

This Graphical User Interface (GUI) has three main sections for navigating through the
management tool (Figure 5-3 on page 192). On the far left of the window are eight function
icons. The eight function icons represent the following menus:

The Home menu
The Monitoring menu
The Pools menu

The Volumes menu
The Hosts menu

The Access menu
The Settings menu

YyVyVYyYVYVYYVYYY

The Copy Services menu

In the middle of the window is a diagram illustrating the existing configuration. Clicking the
function icons in this area provides extended help references, including a link to a short video
presentation to explain the topic in more detail. This video is not a navigation tool, but rather
an extended help window that includes configuration information.

At the bottom of the window are three status indicators. Clicking any of them provides more
detailed information about the existing configuration of IBM Flex System V7000 Storage Node
solution. Click any of these function icons to expand them and minimize them as required.
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Figure 5-3 shows the main areas of the GUI Home Overview.

IBM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

= Suggested Tasks ¥

Functic

/@ %\

24 Internal 3 Fibre Channel

= ot = @ = @

4 MDisks 3 Pools 12 Volumes

1 External 3 iSCSI Hosts
Storage System

i 4

"' Overview f

Extended Help

ﬁ Watch e-Learning: Overview

Welcome!

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

CE1TELYT)

¥ Visit the Information Center Status |ndlcat0rs

Figure 5-3 Main areas for management GUI navigation

5.1.3 Navigation

Navigating around the management tool is simple. You can hover the cursor over one of the
eight function icons on the left side of the window, which highlights the function icon and
shows a list of options. You can then move the cursor to the option you want and click it as
shown in Figure 5-4.
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IBM Flex System V7000 S Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

‘= Suggested Tasks =

i
-l

System Details

===t = & = &

4 Fibre Channel

)i

1 External 1 iSCSI Host
Storage System

"' Overview

@ watch e-Learning: Overview

NDisks 3 Pools 19 Volumes

Welcome!

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

Koo Rl &

» Visit the Information Center

e Allocated 2000 GBI 0TB B ) @ RumingTasksG) ) — e

Figure 5-4 Navigation using the menu options

Figure 5-5 shows a list of IBM Flex System V7000 Storage Node Software function icons and
the associated menu options.

e —

Volumes by Pool

External Storage ),

Copy Services

(FlashCopy Mappings ))
Remote Copy
(Partnerships

Figure 5-5 IBM Flex System V7000 Storage Node Software - Menu options
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For example, if you click the Volumes menu, you can change the window’s view (Figure 5-6).
This action also applies to any other menu options.

1IBM Flex System V7000 = Welcome, superuser Legal | Logout | Help
FlexSystem_V7000 > Volumes > | Volumes ¥
ﬁ New Volume i Actions + Volumes
Volumes by Pool
AIX_SVR1_01 oniin| Volumes by Host | 55 o Internal_1 60050760008F0006FE0000000000000A es I =
AlX_SVR1_02 r;, Online [ﬁ_] 25.00 GB Internal_1 60050760008F0006F300000000000008 es DE
“ Exchange_01 r;, Online 10.00 GB Internal_1 §0050760008F0006F300000000000000 Yes DE
Exchange_01_dev [ onine & 10.00GB Internal1 60050760008F0006FE00000000000012 No
L‘! Exchange_02 Online 10.00 GB Internal_1 §0050760008F0006F300000000000001 Yes DE
Exchange_03 Online 10.00 GB Internal_1 §0050760008F0006F300000000000002 No
a Exchange_04 Online 10.00 GB Internal_1 §0050760008F0006F300000000000003 No
L MSSQL_SVR1_01 Online 20.00 GB Internal_1 §0050760008F0006F300000000000004 No
t&l MSSQL_SVR1_01_01 Online (@ 20.00GB Internal_1 50050750008F0005FE0000000000000F No
MSSQL_SVR1_01_02 Online 20.00 GB Internal_1 §0050760008F0006F300000000000010 No 3
@ MSSQL_SVR1_01_03 Online 20.00 GB Internal_1 §0050760008F0006F300000000000011 No
| MS5QL_SVR1_02 r;, Online 20.00 GB Internal_1 §0050760008F0006F300000000000005 No
H Video_SVR1_01 r;, Online 8 40.00 GB Internal 2 §0050760008F0006F300000000000006 No
) Video_SVR1_02 r;, Online 8 40.00 GB Internal 2 §0050760008F0006F300000000000007 No
&‘ Video_SVR1_03 r;, Online 8 40.00 GB Internal 2 §0050760008F0006F300000000000008 No
Video_SVR1_04 Online 8 40.00 GB Internal 2 §0050760008F0006F300000000000009 No
‘? o) WINZ2008_SVR1_01 Online 25.00 GB Internal_1 60050760008F0006F30000000000000C Yes DE
Copy 0* Online 25.00 GB Internal_1 60050760008F0006FE0000000000000C es I -
Copy 1 Online 25.00 GB Internal 2 60050760008F0006FE0000000000000C es I
=) WINZ2008_SVR1_02 r;, Online 25.00 GB Internal_1 60050760008F0006F300000000000000 YESDE
PR [ [ A AR AR Icieemot 4 e e
Showing 19 volumes | Selecting 1 volume (20.00 GB)
e AlocHEd 2000 SOTR@ L) RE [

Figure 5-6 Navigation using the change view
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5.1.4 Multiple selections

The new management tool also lets you select multiple items by using a combination of the
Shift or Ctrl keys. To select multiple items in a display, click the first item, press and hold the
Shift key, and click the last item in the list you require. All the items in between the two items
are selected (Figure 5-7).

IBM Flex System V7000 = Welcome, superuser Legal | Logout | Help
FlexSystem_V7000 > Volumes > Volumes ~
ﬁ New Volume Actions ¥ '\-g -
AlX_SVR1_01 Online @ 25.00GB  mdiskgrp1 60050760008F0006F20000000000000A No
AlX_SVR1_02 Online |3 25.00GB mdiskgrpl 60050760008F0006F20000000000000B No
“ Exchange_01 Onling 10.00 GEB  mdiskgrpl 60050760008F 0006FE00000000000000 No
s Exchange_02 Onling 10.00 GEB mdiskgrp0 60050760008F0006FE00000000000001 No
L"! Exchange_03 Online 10.00 GB mdiskgrp0 60050760008F0006FE00000000000002 No
Exchange_04 Online 10.00 GB mdiskarp0 60050760008F0006FE00000000000003 No
@ MSSQL_SVR1_01 Onling 20.00 GB mdiskgrp0 50050760008F0006F200000000000004 No
L MS5QL_5VR1_02 Onling 20.00 GB mdiskgrp 60050760008F0006FE00000000000005 No
tﬁ‘l Video_SVR1_01 Online S 40.00GB mdiskgrpt 60050760003F0006F300000000000006 No
Video_SVR1_02 Online 8 40.00 GB  mdiskgrp1 60050760008F0006FE00000000000007 No
@ Video_SVR1_03 Online 8 40.00 GB  mdiskgrp1 60050760008F0006F200000000000008 No
Video_SVR1_04 Oniine S 40.00GE mdiskgrpi 60050760008F0006FS00000000000009 No
H ‘) WIH2008_SVR1_01 Online 25.00GB mdiskgrp 60050760008F0006FE0000000000000C No
Copy 0* Online 25.00 6B mdiskgrp0 60050760008F0006F20000000000000C No
& Copy 1 Oniine 25.00 6B mdiskgrp1 60050760008F0006FS0000000000000C No
) WIN2008_SVR1_02 Online 25.00GB mdiskgrp 60050760008F0006FE0000000000000D No
-@? Copy 0* Online 25.00 6B mdiskgrp0 60050760008F0006FE0000000000000D No
Copy 1 Online 25.00 BB mdiskgrp1 60050760008F0006F20000000000000D No
Showing 14 volumes | Selecting 4 volumes (40.00 GB)
o Mlocaled WEKIGR MTEWY b @ Rumngleske@ o Howhthe

Figure 5-7 Multiple selections using the Shift key
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If you want to select multiple items that are not in sequential order, click the first item, press
and hold the Ctrl key, and click the other items you require (Figure 5-8).

IBM Flex System V7000 ———— Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Volumes > Volumes +~

ﬁl‘\lew\mlume i= Actions ¥ (SR

AIX_SVR1_01 Online |3 250068 mdiskgrpt 60050760008F0006FS0000000000000A  No
AIX_SVR1_02 [ oniine |5 25.000B mdiskgrpt 60050760008F0006FE00000000000008 No
* Exchange_01 [ Oniine 10.00 GB - mdiskgrpt 60050760008F0006FE00000000000000 No
s Exchange_02 [ onine 10.00 GB - mdiskgrpl 60050760008F0006FS000000000000041 No
L‘! Exchange_03 Online 10.00 GB - mdiskgrpt 60050760008F0006FS00000000000002 No
Exchange_04 [ oOniine 10.00 GB - mdiskgrp 60050760008F 0006FE00000000000003 No
@ MSSQL_SVR1_01 [ Oniine 20.00 GB mdiskgrpl 60050760008F0006FE00000000000004 No
[P MSSQL_SVR1_02 [E4 oniine 2000 GB  mdiskgrpl 60050760008F 000SFE00000000000005 No
t&l Video_SVR1_M Online S 40.006B mdiskgrp1 60050760008F0006FE00000000000006 No
Video_SVR1_02 [ oOniine 5 40.00GB mdiskgrpt 60050760008F0006FE00000000000007 No
gﬂ Video_SVR1_03 [ oOniine S 4000GB mdiskgrpt 60050760008F0006FE00000000000008 No
Video_SVR1_04 [ onine S 40.00GB mdiskgrp1 60050760008F1006FE00000000000009 No
H ) WIN2008_SVR1_01 Online 2500 GB  mdiskgrpl 60050760008F0006FS0000000000000C No
Copy 0* Online 25.00 GB mdiskgrpl 60050760008F0006FE0000000000000C No
&' Copy 1 B3 oniine 25.00 GB  mdiskgrp1 60050760008F0006FE0000000000000C o
- =) WIN2008_SVR1_02 Online 2500 6B mdiskgrpl 60050760008F 0006FS0000000000000D No
Copy 0* Online 25.00 GB  mdiskgrpl 60050760008F0006FE0000000000000D No
Copy 1 & onine 2500 GE mdiskgrp 60050760008F0006FE0000000000000D No

Showing 14 volumes | Selecting 4 volumes (90.00 GB)

funaiaaske S — e —

Figure 5-8 Multiple selections using the Ctrl key

5.1.5 Status Indicators menus

Other useful tools are the Status Indicators that appear at the bottom of the window. These
indicators provide information about Capacity usage, Compression ratio, Running Tasks and
the Health Status of the system. The Status Indicators are visible from all panels in the IBM
Flex System V7000 Storage Node GUI (Figure 5-9).

Q w Tasks iﬂl }
Status Indicators

Figure 5-9 Show running task details window
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For example, you can view the details of the running tasks by clicking the button on the status
indicator bars at the bottom of the window (Figure 5-10).

IBM Flex System V7000 Welcome, superuser Legal | Logout | Help
FlexSystem_V7000 > Volumes > Volumes ¥
3 New Volume  i= Actions ¥ @, « |-Filter
[fame — [Stams  |Capacty |StragePool b |[HostWappmgs
AIX_SVR1_01 Online (@ 25.00GB mdiskgrp? 60050760008F0006FE00000000000004  No
AIX_SVR1_02 Online (3 25.00GB mdiskgrpt 60050760008F0006FE00000000000008  No
m Exchange_01 Online 10.00 GB mdiskgrpd 60050760008F0006FE00000000000000  No
e Exchange_02 [ onine 10.00 GB mdiskgrpd 60050760008F0006FE00000000000001 No
L‘! Exchange_03 2 onine 10.00 GB mdiskgrpd 60050760008F0006FE00000000000002 Mo
Exchange_04 Online 10.00 GB mdiskgrpd 60050760008F0006FE00000000000003  No
a MSSQL_SVR1_01 Online 20.00 GB mdiskgrpl 60050760008F0006FE00000000000004  No
MSSQL_SVR1_02 Online 20.00 GB mdiskgrpl 60050760008F0006FE00000000000005 Mo
@ Video_SVR1_01 [ onine & 40.00GB mdiskgrp1 60050760008F0006FE00000000000006  No
Video_SVR1_02 & onine S 40.00GB mdiskgrp1 60050760008F0D06FE00000000000007 Mo
EE Video_SVR1_03 Online & 40.00GB mdiskgrp1 60050760008F0006FE00000000000008 Mo
Video_SVR1_04 Online & 40.00GB mdiskgrp1 60050760008F0006FE00000000000008  No
H ) WINZ00B_SVR1_01 Online 25.00 GB mdiskgrpl 60050760008F0006FE0000000000000C Mo
Copy 0* [ onine 25.00 GB mdiskgrpl 60050760008F0006FE0000000000000C  No
& Copy 1 Online 3500 2R mdiskgrpd 60050760008F0D0GFE0000000000000C Mo
) WINZ0DB_SVR1_02 Online L "\ 60050760008F000SFE00000000000000 Mo
'@ Copy 0* Online | 600507600087 0006FE00000000000000 Mo
Copy 1 [ Oniine 2 Volume Synchronizations 60050760008F0006FE0000000000000D No
2 Migrations
Showing 14 volumes | Selecting 1 volume (25.00 GB)
o L R L I i td ™ D RunninoTesic ) ) st —

Figure 5-10 Status Indicators

Figure 5-11 shows additional information about Recently Completed tasks when it opens
from the Running Tasks menu.

Recently Completed Tasks (2) X

Name

Migrated volume A_SWVR1_01, copy 0 to Pool mdiskgrp0 9:15 PM
Migrated volume AX_SWVR1_02, copy 0 to Pool mdiskgrp0 9:15 PM

Figure 5-11 Status Indicators - Recently Completed tasks
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5.2 Home menu

The IBM Flex System V7000 Storage Node management software provides an efficient and
quick mechanism for navigating between the various different functions. Clicking one of the
eight function icons on the left side of the window causes a menu option to open that allows
you to navigate directly to the selected option (Figure 5-12).

IBM Flex System V7000 e Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

= Suggested Tasle =
L

o

24 Internal 1 Fibre Channel

Drives

9 <

1 External 0 iSCSI Hosts
Storage System

"' Overview

@ Watch e-Learning: Overview

idd,

=& =

8 MDisks 2 Pools 14 Volumes

o

Welcome!

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

Gl e §

» Visit the Information Center

L ST TRV YEY kYW S > N .1 T 7Y D [ S ——"TT T —

Figure 5-12 Navigate to the Home menu
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5.3 Monitoring menu

In this section, we describe the Monitoring menu and its options.

5.3.1 Monitoring System Details menu

Figure 5-13 shows the Monitoring — System Details menu, in which detailed information

about firmware, World Wide Names, Capacity usage and other important information can be
found.

IBM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

‘= Suggested Tasks =

System Details %

1 Fibre Channel

) —— | TE N R

\Disks 2 Pools 14 Volumes

1 External 0 iSCSI Hosts
Storage System

"' Overview

@ Watch e-Learning: Overview

Welcome!

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

oo b £

» Visit the Information Center

e hliocl e s GRS TR ) D RunninoTasis ) ) (it —

Figure 5-13 Monitoring System Details menu
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After clicking the System Details, the window shown in Figure 5-14 is displayed. It shows the
upper level of the Details section of IBM Flex System V7000 Storage Node. From here, the
firmware level, host name, and capacity usage can be reviewed and changed. Clicking the
Actions button here gives a number of options. For example, the system can be identified
with a beacon on the front of the system, and the system firmware can be upgraded.

IBM Flex System V7000

Welcome, superuser Llegal | logout | Help
FlexSystem_V7000 > Monitoring > System Details =

e Refresh hl
FlexSystem_V7000

|- @ Aexsvstem w7000 |
- @8 Enclosure 1
@ Crive Slots
+| =@ Canisters

L=l T

System ID 0000000020800148

Software Version 7.1.0.0 (build 78.6.1304050000)

General

Mame FlexSysterm_\W7000

D 0000000020800148

Location Local -

Capacity

Total MDisk Capacity 1.50 TB

Capacity in Pools 1.50 TB

Capacity Allocated to Volumes 401.02 GB M
—k 20200 08 32018 (26%) %/ malicls oot

Figure 5-14 System Details view
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The IBM Flex System V7000 Storage Node Control Enclosure contains Array controllers
called canisters as well as up to 24 disk drives. Figure 5-15 shows properties for the Control
Enclosure including the system Serial number and Machine Type and Model nhumber.

1BM Flex System V7000 — Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Monitoring > System Details ~

@ Refresh IS Actions ¥

-] |§ FlexSystem V7000

Control Enclosure 1~
| ~| @& Enclosure 1 |

@ Drive Slots Online
- == Canisters
&R Canister 1 Product IBM Flex Systemn V7000
ER Canister 2 Managed Yes

Machine Type and Model 4939-A49

Serial Number G23E00C

FRU Part Number 907690

Part Identity 11590Y7626YM11BG22303T
I/0 Group io_grp0

Compression Active Yes

Chassis

Machine Type and Model 733352X

Cenmshad

Serial Number 1000824

Canister 1 Position 1

Canister 2 Position 2

UuID bf:42:b3:13:56:69:4d:af:95:25:95:c8:5b:9f:3e:8f

(e pllocated: 18850GB 300 TBE N ) @ RumngTasks ) e SRS )

Figure 5-15 System Details - Enclosure
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Figure 5-16 shows the top section of the properties for the left canister including Node name,
SAS-port status, and the iSCSI Initiator name (IQN Name).

IBM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Monitoring > System Details ¥

~

@raresn -

= . FlexSystem Y7000
| B Enclosure 1

I Drive Slots Online

Canister 1 (Left)

- @ Canisters

P |
‘ 0 Canister 1 |
- Type 1EM Flex System V7000 Node Canister (node1)
e Canister 2
Node Status Online

FRU Part Number 90¥7691

Part Identity 11590Y7627YM11GB2Z3E01Z
Fault LED Off

Redundancy
Configuration Node Yes
Failover Partner Nede nodez

i5CSI

iSCSI Name (IGN)
ign.1986-03.com.ibm:2145. flexsystemv7000.nodel

iSCSI Alias -

Ll S-H Y T

Failover iSCSI Name
ign.198€-02.com. ibm:2145. flexaystenv7000 . nodeZ

Failover iSCSI Alias -

iSCSI Fzilover Active No
SAS Ports
ID WWPN Status Speed  Type
1 5005076805040204 Q Offlina 6Gb Enclosure LI
-
i 02008 S0 B ) el

Figure 5-16 System Details - canisters

Note: In Figure 5-16 and Figure 5-17, the SAS Port 1 is Offline because the control
enclosure is not currently connected to any disk enclosures.
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Figure 5-17 shows the bottom section of the properties for the left canister where World Wide
Names (WWNs) can be reviewed. The WWNs are used when IBM Flex System V7000
Storage Node connects to an external Fibre Channel attached storage system through SAN
switches. For these SAN switches, appropriate SAN switch zoning must be applied for the
external system to communicate with IBM Flex System V7000 Storage Node.

For more information about SAN zoning for IBM Flex System V7000 Storage Node, see
Chapter 11, “SAN connections and configuration” on page 457.

For more information about SAN zoning with IBM/Brocade switches, see Implementing an
IBM b-type SAN with 8 Gbps Directors and Switches, SG24-6116.

FlexSystem_¥7000 > Monitoring > System Details

ign.1986-03.com.ibm:2145. flexsystemv 7000 nodel w
& Refresh
ISCSI Alias -
@ ElexSystem V7000 Failover iSCSI Name
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‘ 8 Canister 1
* e Canister 2 SAS Ports
ID WWPN Status Speed  Type
L.r.! 1 S00S076805040208 (@ Offline 5Gb Enclosure
@ Fibre Channel Ports ) |
Ty ID WWPN Status Spead Type
&i 2  500507680504020A Insctive Unconfigured /A Ethernet
.)15 3 500507680508020A Inactive Unconfigured /A Ethemnet
- Fibre
‘ ’ 1 50050768050C020A [H Active 8Gb Chomnal
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s
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Figure 5-17 System Details - canisters, I/O modules, and WWNs

Another detail of this window is the Adapters section. This contains information regarding
which network adapter cards are installed in the system. For more information about network
adapter cards and in which slots they can be installed, see 11.2, “Connection to chassis I/O
modules” on page 459.
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5.3.2 Monitoring Events menu

IBM Flex System V7000 Storage Node might, from time to time, show the Health Status
status bar as Yellow (Degraded) or even Red (Critical). Events on the IBM Flex System V7000
Storage Node system are logged in the Event Log of the Monitoring Events menu.

An example of one of the most common errors that can be reviewed and fixed from the Event
Log is the error 1630 “Number of Device Logins Reduced”. This error happens when an
underlying disk array loses connectivity through one or more of its ports that are zoned to and
connected to IBM Flex System V7000 Storage Node. A few possible reasons for that could be
a faulty Fibre Channel connection, a SAN-switch that was rebooted, or if an underlying disk
array controller was taken out for service.

Such events are logged as errors and need to be fixed before IBM Flex System V7000
Storage Node recovers out of the error condition it was in, due to the event.

To navigate to the Event Log, hover the cursor over the Monitoring icon and click Events
(Figure 5-18).

—

IBM Flex System V7000 - - = - .y Welcom_é_,_iﬁlleﬂls_e_r__ Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

| ‘= Suggested Tasks = |

Monitoring

- e
| System Details %
( - 9 1 Fibre Channel

k / .2._‘
... — = {1
2 = vents
MDicks 2 Pools 14 Volumes
1 External 0 iSCSI Hosts

Storage System

"' Overview

@ watch e-Learning: Overview

m

Welcome!

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

Gl &

| iecated aiiACR I B @ l) @ RuminoTasksd) ) T
https://9.37.117.130/gui#monitor-events

Figure 5-18 Navigate to the Monitoring Events menu
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Recommended actions

In the Events window, messages and errors are displayed. In case any unresolved issues
exist, the Next Recommended Actions section displays the recommended actions and it is
possible to run a fix procedure. By doing that, IBM Flex System V7000 Storage Node will
check if the problem still exists and it will fix the issue if possible. The fix procedure can bring
the system out of a Degraded state and into a Healthy state.

Figure 5-19 shows that an error exists, which must be fixed. To fix the event, click Run This
Fix Procedure, and a Directed Maintenance Procedure (DMP) starts that walks you through
the process to fix that particular event.

IBM Flex System V7000

FlexSystem_V7000 > Monitoring > Events ¥

. ‘Welcome, superuser

Legal | Logout | Help

Next Recommended Action

A Controller confi ation has ted RDAC mode
bt Error Code: 1624, Event ID: 010033
A 2 days ago

< Click to fix the event

Filter events

Show All L

Description

Migration complete

Migration complete

Migration complete

Migration complete

Migration complete

Migration complete

Invalid LDAP configuration for automaticalty configured server
FC discovery occurred, no configuration changes were detected
FC discovery occurred, configuration changes complete

FC discovery occurred, configuration changes pending

FC discovery occurred, configuration changes complete

FC discovery occurred, configuration changes pending

Number of device logins reduced

FC discovery occurred, no configuration changes were detected

Array mdisk rebuild finish

e £1 O

Object Type ObectD
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migrate
migrate
migrate
migrate

migrate

e 8 e e e o o
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£
|. ' Run This Fix Procedure |
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L“! Error Code Last Timestamp Status
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05-07-12 10:42:29 Message
gﬂ 05-07-12 10:41:15 Message
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Figure 5-19 Run This Fix Procedure via Next Recommended Actions menu

In Figure 5-19, you can also use the option to filter the events and display only the events you

need to see.
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Another way to fix an event is to right-click the selected event and click Run Fix Procedure
as shown in Figure 5-20, if a DMP for that event is available.

Note: A DMP may not available for the selected event; if so, the option “Run Fix Procedure”
will be grayed out.

1BM Flex System V7000 ‘Welcome, superuser Legal | Logeout | Help

FlexSystem_V7000 > Monitoring > Events ¥

Next Recommended Action
b4 Node is held in service state
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* a) ode e P De ptio Obje pe Obje D Obje
1188 = Nods is held in servios state nads ] noge2 ~
|‘}e Run Fix Procedure
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'__’ Marke 2= Fixed Message FC discovery sccumed, no configuration changes were detected Cluster FlexSystem_V7000 =
@ 138 (2 Filter by Date Jert Node is offline node 2 node2
() Show entries vithin...} Messsge SAS discovery oocumed, configuration changes pending io_grp 0 io_grp0
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w‘ 3 properties sge _ Ramote Copy complete Show event details rrestionshic 2 Stsndslone_Vol1
/2T BAEAD AW Message FlashCapy stopped fo_map 0
H £/24/12 :53:11 PM Message Remote Copy complete o consist_gp 0 £G_METRO_VMFS
5/24/13 8:20:07 PM Message Remote Copy complete o _consist_gp 1
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- 5/24/13 2:08:24 PM Message FC discovery cccurred, configuration changes pending cluster FlexSystem_V7000
@ 5/24/13 2:08:34 PM Message FC discovery occumred, configuration changes complete cluster FlexSystem_V7000
5/24/13 2:08:34 PM Message FC discovery accurred, configuration changes pending cluster FlexSystem_V7000
5/24/12 2:05:40 PM Message FC v cocumed, changes cluster FlexSystem_v7000
5/24/12 2:05:40 PM Message FC discovery cccurred, configuration changes pending cluster FlexSystem_V7000
5/24/13 2:05:40 PM Message FC di occumed, confi changes cluster FlexSystem_V7000
5/24/13 2:05:35 PM Message FC discovery occumed, configuration changes pending cluster FlexSystem_V7000
5/24/13 1:48:58 PM Message SAS discovery occumred, na configuration changes were detected io_grp 0 io_arpl
5/24/12 1:46:58 PM Message sAS y occumed, changes io_grp 0 io_arp0 M
Showing 91 events | Selecting 1 svent
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Figure 5-20 Run Fix Procedure using right-click menu option
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To view the details of a specific event, click Properties (see Figure 5-20 on page 206). The

Properties window opens as depicted in Figure 5-21 and shows the details of the error.

Properties and Sense Data for Event 010073

First Time Stamp 5/24/12 12:42:20 PM
Last Time Stamp 5/24/13 12:42:30 PM
Fixed Time Stamp 5/24/12 1:46:52 PM

Event Count i

Sequence Number
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Object Name

Copy ID
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Reporting Node Name
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Event ID

Event ID Text

Error Code

Error Code Text
Status

Fixed

Auto Fixed
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Sense bytes 0 to 15
Sense bytes 16 to 31
Sense bytes 32 to 47
Sense bytes 48 to 63
Sense bytes 64 to 79
Sense bytes 80 to 95
Sense bytes 96 to 111
Sense bytes 112 to 127

< Previous || Next =

166
drive
11

2
nodez

010072

Drive reporting PFA Errors

1680

Drive fault type 1

Alert

Yes
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Error

01 00 00 OO O1 0D OO0 00 76 98 9F 51 01 00 00 0O
32 COF20648 FEO7 01 7698 SF 51 01 00 00 0O
01 00 00 00 OEOD OD 00 OO0 FE O7 O1 AB FE O7 01
S1 COF2 06 48 FEO7 01 BC 34 78 50 01 00 00 0O
00 00 00 00 00 OO0 OO0 OO0 Q0 00 00 00 00 OO0 00 00
00 00 00 00 00 OO0 OO0 OO0 Q0 00 00 00 00 OO0 00 00
00 00 00 00 00 OO0 OO0 OO0 Q0 00 00 00 00 OO0 00 00
00 00 00 00 00 00 00 00 OO0 00 00 00 OO0 00 00 00

Close

Figure 5-21 Properties of the event
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Performing the Fix Procedure: Example

In Figure 5-22, we demonstrate how an Error code 1625 is fixed. Before starting the fix
procedure, we filter events to Recommended Actions so that only errors are displayed that
require attention. Click Run This Fix Procedure.

IBM Flex System V7000

‘Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Monitoring > Events ¥

Next Recommended Action

Incorrect controller configuration
Error Code: 1625, Event ID: 010032
1'% days ago

¥ Run This Fix Procedure

AedAod
‘@
&

Lc i= Actions ¥ [ Check Log OFF (&) Refresh Recommended Actions| = (L v | Filer
! Error Code Last Timestamp Status Description Object Type Opject 1D Object N
m 03-07-12 16:16:02 @D alert Incorrect controller configuration controller controllerd
@ 1630 05-07-12 08:29:37 e Alert Number of device logins reduced controller o controllerd
t&i 2955 05-07-12 08:50:59 Q adert Invalid LDAP g for gured server ldap_server o
H Error Code
< m 3

Showing 3 events | Selecting 1 event

emmmmiliozalon: 67325 CBIZ00 LB I %)
Figure 5-22 Error code 1625 Fix Procedure before fix

208 IBM Flex System V7000 Storage Node Introduction and Implementation Guide



Figure 5-23 shows the first step of the fix procedure for the error with Event Code1625
Incorrect Controller Configuration.

Incorrect controller configuration

Incorrect controller configuation

It is detected that storage system controllerD has been incorrectly configured.
Storage system configuration limits failover.

Click Next to continue, or click Cancel to exit.

Cancel
Figure 5-23 Error code 1625 Fix Procedure - Step 1

Figure 5-24 shows the next step of the fix procedure. The fix procedure is informing about the
error and what might have caused it.

Incorrect controller configuration

Incorrect configuration
The storage system has 1 managed disks configured on this system. When the system sent a LUN query to the storage
system controller0 on port 20:08:00:A0:B8:16:05:02, the storage system only reported the presence of 0 LUNs.

The problem is most likely because the LUN mapping configuration in the storage system has not been configured to allow
one or more SVC ports to access the LUNs on one or more storage ports. Please correct the LUN mapping configuration.

This error could also have been logged if you were removing this storage system from the configuration. If so, please click
Next to mark the error as fixed and continue.

The following additional information may help with correcting the problem:
Storage system name: controller0

WWNN (Worldwide Node Name): 20:08:00:A0:B8:16:05:01

WWPN (Worldwide Port Number): 20:08:00:A0:B8:16:05:02

Problem type : Mapping problem LU 0 MD 1

Click Next to continue, or click Cancel to exit.

Cancl Back
Figure 5-24  Error code 1625 Fix Procedure - Step 2
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Figure 5-25 shows the third step of the fix procedure where we mark the error as fixed.

Click Next to rescan the system to see if the error persists.

Incorrect controller configuration

The event has been fixed

The event has been marked as fixed, a new discovery will run to check for new events.

Click Next to continue, or Cancel to exit.

Figure 5-25 Error code 1625 Fix Procedure - Step 3

Figure 5-26 shows that the rescan has begun.

Incorrect controller configuration

Discovery start

Mdisk discovery has started.
If discovery takes longer than 2 minutes, your system may have a problem.
The discovery progress checking will time-out after 15 minutes

Click Next to check the discovery progress, or click Cancel to exit unfixed.

Figure 5-26 Error code 1625 Fix Procedure - Step 4
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Figure 5-27 shows that the rescan has finished.

Incorrect controller configuration

Discovery exit

MDisk discovery processing is now complete.

Click Next to continue.

Figure 5-27 Error code 1625 Fix Procedure - Step 5

Figure 5-28 shows that the rescan has finished and that the error condition has been
resolved.

Incorrect controller configuration

Check result

No new events were reported during the disk discovery. The reported incorrect configuration is fixed.

Figure 5-28 Error code 1625 Fix Procedure - Step 6
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Note: The error 1625 in the preceding example occurred because one of our Control
Enclosure controllers had been temporarily removed from the system.

Figure 5-29 shows that a few more errors remain as unresolved. They should be fixed
similarly to the one we resolved in the previous example.

1BM Flex System V7000 . - = - — __7___"1Hek_t_|_r!|e, superuser
FlexSystem_V7000 > Monitoring > Events ¥
Next Recommended Action
A-A-4-4 Number of device logins reduced
o Error Code: 1630, Event ID: 010003
& 7%z hours ago
| ¥ Run This Fix Procedure
L‘! i= Actions + Check Log Off e Refresh Recommended Actions L -
1630 05-07-12 08:25:37 o Alert MNumber of device logins reduced controller 1} controllerd)
@ 2255 05-07-12 08:50:59 o Alert Invalid LDAP configuration for automatically configured server ldap_server i}
I EA
.
;“\.
4 | 1 b
Showing 2 events | Selecting 1 event
o lioSalet 513280 00T 020 L) > I T LY S — Nemms

Figure 5-29 Error code 1625 Fix Procedure - Problem fixed

5.3.3 Monitoring Performance menu

IBM Flex System V7000 Storage Node has a Performance menu that gives a first impression
of how the system is performing. The performance chart is split into four sections:

» CPU Utilization - subdivided into:

— CPU time used for the system
— CPU time used to handle compression

» Interfaces - subdivided into:

— FC - Fibre Channel traffic towards hosts
— iSCSI - shows iSCSI traffic towards hosts
— SAS - traffic towards the disk back-end

» Volumes - traffic towards hosts that has mapped volumes - subdivided into:

Reads in MegaByte per second (MBps)
Writes in MegaByte per second (MBps)
Red latency in milli seconds (ms)

Write latency in milli seconds (ms)
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» MDisks - traffic towards the disk back-end - subdivided into:

Reads in MegaByte per second (MBps)
Writes in MegaByte per second (MBps)
Red latency in milli seconds (ms)

Write latency in milli seconds (ms)

Figure 5-30 shows the Performance panel of IBM Flex System V7000 Storage Node.
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Figure 5-30 Monitoring Performance

If there is a need for additional performance monitors, the most optimal tool is Tivoli Storage
Productivity Center. From there, you can manage performance and connectivity from the host
file system to the physical disk, including in-depth performance monitoring and analysis of the
storage area network (SAN) fabric.

For more information about Tivoli Storage Productivity Center, see this website:

http://www.ibm.com/systems/storage/software/center/index.html
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5.4 Pools menu

The storage pools are the pools of storage extents that are used to build the virtual volumes
accessed by servers and used by the file server to form file systems.

The Pools menu contains different views of the IBM Flex System V7000 Storage Node

Volumes, MDisks, Internal Storage, and External Storage, as well as the System Migration
functionality.

When you hover the cursor over the Pools function icon, a set of menu options appears
(Figure 5-31).

IBM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

“ ‘= Suggested Tasks =

P o

—_—
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1 Fibre Channel

b= & = -

2 Pools 15 Velumes
‘ﬁ 0 iSCSI Hosts
4
m[ "' Overview
@ watch e-Learning: Overview
& Welcome!
The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
\? diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.
b Visit the Information Center

L Y LN YL VET GV — Ralacield — A

Figure 5-31 Navigate to the Pools menu

For a description of this topic, see 5.4.1, “Volumes by Pool menu” on page 215.
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5.4.1 Volumes by Pool menu

Figure 5-32 shows the Volumes by Pool window, where you can create or delete storage
pools as well as perform actions on volumes such as mapping to host or unmapping from
host. Also, migration actions can be performed from the Volumes by Pool menu.

1BM Flex System V7000 — Welcome, superuser Legal | Logout | Help
FlexSystem_V7000 > Pools > Volumes by Pool ~ C||Ck here to rename
Pool Filter L
I : 63.00 GB 1.09 TB Capacity
Internal 1 y polme
a 10 volume copies Internal_2 Allocation
131.50 GB Used / 1.86 TB -
—> Online
“ ( ; j 1 MI.J'Sk" 7 Volume 5.94 GB Compressed
Internal 2 £ Tir nact Compression . I
e 7 Volume copies Easy Tier Inactive Savings =
= 63.00 GB Used / 1.08 TB 7.18 GB Saved
—>
New Volume i= Actions ¥ @, ~ |Filter
a DS4300_FC_10K B .
0 Volume copies Name Status Capacity Ui Host Ma
0 bytes Used / 50.00 GB - N
[— Video_SVR1_01 Online & 40.00GB 600S0760008FOD0GFE00000000000006  No
Video_SVR1_02 Online & 40.00GB 60050760008F0D0GFE00000000000007  No
Video_SVR1_03 Online & 40.00GB B00S0760008FOD0GFE00000000000008  No
@ Video_SVR1_04 Oniine & 40.00GB 600S0760008F000GFE00000000000008  No
o) WINZ008_SVR1_01 Online 25.00 GB 600507600038F0006FE0000000000000C No
Copy 0* Cnline 25.00 GB 60050760008F0006FE0000000000000C No
Copy 1 Cnline 25.00 GB 60050760008F0006FE0000000000000C No
g 7 .
e o) WINZ008_SVR1_02 Online 25.00 GB 60050760003F0006FE00000000000000 No
Copy 0* r;,' Cnline 25.00 GB 60050760008F0006FE00000000000000 No
Copy 1 Cnline 25.00 GB 60050760008F0006FE00000000000000 No
WIN2008_SVR1_03_nomirr [ Cnine g 150.00 GB §0050760008F0006FE0000000000000E es i
< I v
Showing 7 volumes | Selecting 0 volumes

Figure 5-32 Volumes by Pools menu

As with the storage controllers, you can rename the MDisk pools to reflect where the disks
are located.
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5.4.2 Internal Storage menu

IBM Flex System V7000 Storage Node has internal disk drives in the enclosures. The
Internal Storage menu option displays and manages these drives.

Clicking the Internal Storage option opens the window shown in Figure 5-33. From this
window, you can place internal disk drives into storage pools. This window also provides the
option to display the internal drives based on their capacity and speed.

TBM Flex System V7000 — Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Pools > Internal Storage ¥

Drive Class Filter L 3§
" | & Configure Storage

—— :
Q All Internal g All Internal

ﬁ = E 136,23 GB, SAS L Aﬁzz:tcl':\rrl‘ MDisk Capacity 3,62 TB
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L‘! a_E 278,90 GB, SAS — —
10000 rpm i= Actions ¥ & - te
io_gre0 Driield |Capachy |Use |Status |WDisklWame |Enciosured  |DiivaSol |
@ [ 278,90 GB Spare Online 1 4 =
L 1 278,90 GB Member Online mdisk4 1 5
t&i 2 278,90 GB Member Online madiskd 1 6
B 278,90 GB Member Online mdisk4 1 T
w 4 278,90 GB Member Online mdisk4 1 2 L
| 5 278,90 GB Member Onling mdisk4 1 9 1
H 6 136,23 68 Spare Online 1 10
I 136,23 GB Member Online mdisk2 1 11
&‘ 8 136,23 GB Member Online mdizk2 1 12
2"‘ 9 136,23 GB Member Online mdisk2 1 13 | |
10 136,23 GB Member Online mdisk2 1 14
1" 136,23 GB Member Onling mdisk2 1 15
12 136,23 GB Member |"7J Online mdisk2 1 16
13 136,23 GB Member Online mdisk3 1 18
14 136,23 GB Member Online mdisk2 1 17

Showing 24 drives | Selecting 0 drives

e L t) sk

Figure 5-33 Internal Storage window

=)

— e —

For more information about how to configure and manage internal storage, see 8.1, “Working
with internal drives” on page 314.
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5.4.3 External Storage menu

IBM Flex System V7000 Storage Node can also manage external storage subsystems using
the SAN or FCoE connections. If any are attached, they are managed in this option.

Clicking the External Storage option opens the window shown in Figure 5-34. This window

shows any virtual external disk systems in that IBM Flex System V7000 Storage Node. From
this window, you can add MDisks to existing pools, import them as image mode volumes, or
rename them. If you highlight an MDisk, you can also display any dependent volumes.

@@3%@&&1

DS4300_1
IEI]
722-600

FlexSystem_V7000 > Pools > External Storage ~

Storage System Filter

| —Ad:lons'|

4— Click here to rename

Cnline
IBH 1?22 600

B3 Detect MDisks ~ i= Actions + A v

Hame [atus [paci Mode orage Foo UN

mdisk4 Online 2500GB Unmanaged 0000000000000001
mdisks Online 2500GB Unmanaged 0000000000000000
mdiské Online 2500GB Unmanaged 0000000000000003
mdisk7 Online 2500GB Unmanaged 0000000000000002

4| 1 L2
Showing 4 MDigks | Selecting 0 MDisks

@ Running Tacke () J [T

Figure 5-34 External Storage systems menu

By default, the external storage controllers are named controllerO, controller1, and so on.

It is good practice to rename these controllers to a more meaningful name for your storage
system. Renaming can be done by clicking the controller name in the right side of the window.
You can also rename the MDisks to reflect LUN names from the storage system presenting
the disks to IBM Flex System V7000 Storage Node.

For more information about how to virtualize external storage, see Chapter 7, “Storage
Migration Wizard” on page 283.

5.4.4 System Migration tools

System Migration is used to virtualize and migrate existing external storage disks to IBM Flex
System V7000 Storage Node. The System Migration tools are described in detail in
Chapter 7, “Storage Migration Wizard” on page 283.
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5.4.5 MDisks by Pools menu

Figure 5-35 shows the MDisks that are available to the IBM Flex System V7000 Storage
Node system. The MDisks show whether they are managed, in which case the storage pool is
displayed, or whether they are unmanaged, in which case the storage pools can be added to
a new pool.

1IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Pools > MDisks by Pools ~

» New Pool %3 Detect MDisks = Actions = @ v |-Filter
rage System
@ ﬁ Not in a Pool
“ mdiské [ onine 2500 GB Unmanaged DS4300_1
L“ mdisk7 |'7, Oniine 25.00 GB Unmanaged DS4300_1
! @ a DS4300_FC_10K [ onine [0% | 0 bytes Used /50.00 GB
a mdisk4 Online 2500 GB Managed DS4300_1
mdisk5 [ onine 25.00GB Managed 0S4300_1
@ @ a Internal_1 [ ocnine (793 121.50 GB Used / 1.86 TB
m mdisk0 Online 681.16 GB Array
mdisk1 Online 681.16 GB Array
H mdisk2 [ onine 54493 GB Array
& @ a Internal_2 Online G 6300 GB Used(109TB 5473% 5 (7.18 GB)
v,
"
mdisk3 [ onine 1.08TB Array
4 I 3

LSS =YY TR YT Y— R > T .77 - D [ S ——TCT Y ——

Figure 5-35 MDisks by Pools menu
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By right-clicking the display bar (Figure 5-36), you can choose to change the fields that are

displayed. Select the items that you want to be displayed.

IBM Flex System V7000 Welcome, superuser Legal | Log out

| Help

FlexSystem_V7000 > Pools > MDisks by Pools ~

% New Pool /3 Detect MDisks  i= Actions +

Name
@ ﬁ Not in a Pool .
“ mdiské Online Status
L‘ mdisk7 Online Capacity
- 7 Mode
! © &5 psa300_Fc_10K Oniine C——
Storage Pool
a mdisk4 Online ool 1D
disks B oni
@ mes mine Storage System
=] a Internal_1 Online [T LUN
uID
gﬁ mdisk0 Online
mdisk1 Online Tier
H mdisk2 Online %) Show Select/Deselect All
@ a Internal_2 o E_‘i Reset Table Preferences
A
&\ mdisk3 Online

25.00 GB Unmanaged
25.00 GB Unmanaged

=5 Used / 50.00 GB

25.00 GB Managed
25.00 GB Managed

0GB Used/1.86 TB

681.16 GB Array
581.16 GB Array
54453 GB Array

DS4300_1
DS4300_1

DS4300_1
DS4300_1

GB Used/1.08TB 54.73% g (7.18 GB)

1.089TB Array

4 LI}

[SSSTETELEEETEYETIREYCN— R H——T Y

Figure 5-36 Display additional fields
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From this window, you can choose to either use the options of the Actions button or you can
choose to highlight the particular MDisks that you require, right-click, and access the same
options (Figure 5-37).

IBM Flex System V7000 Welcome, superuser Legal | Logout | Help
FlexSystem_V7000 > Pools > MDisks by Pools ~
& New Pool i3 Detect MDisks = Actions ¥ @, ~ | rFifter
e ﬁ Notin a Pool
“ mdisk6 r;, Cnline 25.00 GB Unmanaged D54300_1
" ) & Add to Pool
mdisk? Online 25.00 GB Unmanaged D54300_1
L“! & Remove from Pool
© @& osas00_Fc_10k onine | &1 oot 0 bytes Used /50.00 GB
a mdisk4 [ oniine + Include Excluded MDisk 25.00 GB Managed DS54300_1
mdisk5 Online |42 gelact Tier 25.00GB Managed DS4300_1
@ © &5 internal1 Onine | @ RAID Actions 131,50 GB Used /185 T8
- - 17 Rename
mdisk0 [ oniine 681.16 GB Array =
mdiskd [ onine |5w Shew Dependent Volumnes 68116 GE Amay -
H mdisk2 Onine  |[=] Properties 54493GB Aray -
1~ ] a Internal_2 Online G 63.00GB Used /109 TB 5473% 3 (7.18 GB)
"\\
mdisk3 Online 1.09TB Array =
< n 3
Selected 1 MDisk

Figure 5-37 Actions for a single MDisk from the MDisks by Pools menu
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5.5 Volumes menu

The volumes are built from extents in the pools, and are presented to hosts as external disks.
In this section, we describe the Volumes menu and its options. When you hover the cursor
over the Volumes function icon, the menu shown in Figure 5-38 opens.

IBM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

‘= Suggested Tasks =

24 Internal

1 Fibre Channel
Drives

a Host
— —
" ] i 3 Pools 15 Volumes

0 iSCSI Hosts

@ watch e-Learning: Overview
Welcome!
The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the

diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

» Visit the Information Center

‘e flloustedi 10450 GBISIOTEEN %) ing Tasks (0 e Hesthitatus ¢
Figure 5-38 Navigate to the Volumes menu
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5.5.1 The Volumes menu

Clicking the Volumes menu opens the window shown in Figure 5-39. From here you can
perform tasks on the volumes, for example, shrink or enlarge them, map them to a host, or
migrate a volume.

1BM Flex System V7000 = Welcome, superuser Legal | Logout | Help
FlexSystem_V7000 > Volumes > Volumes ¥
$3 New Volume = Actions ¥ @, ~ |Filter
[Riame T St [Capacity | Storage Pool [0 (oSt iappings |
AIX_SVR1_01 Cnline [ﬁ_] 25.00 GB Internal_1 50050760008F0006F300000000000004 No
AlX_SVR1_02 Cnline [ﬁ_] 25.00 GB Internal_1 §0050760008F0006F300000000000008 No
“ Exchange_01 Cnline 10.00 GB Internal_1 50050760008F0006F300000000000000 No
o Exchange_02 Cnline 10.00 GB Internal_1 50050760008F0006F300000000000001 No
L"! Exchange_03 r;, Cnline 10.00 GB Internal_1 §0050760008F0006F300000000000002 No
Exchange_04 r;, Cnline 10.00 GB Internal_1 §0050760008F0006F300000000000003 No
a MSSQL_SVR1_01 r;, Cnline 20.00 GB Internal_1 §0050760008F0006F300000000000004 No
L MS5QL_SVR1_02 r;, Cnline 20.00 GB Internal_1 §0050760008F0006F300000000000005 No
t&l Video_SVR1_01 Cnline 8 40.00 GB Internal 2 §0050760008F0006F300000000000006 No
Video_SVR1_02 Cnline 8 40.00 GB Internal 2 §0050760008F0006F300000000000007 No
@ Video_SVR1_03 Cnline 8 40.00 GB Internal 2 50050760008F0006F300000000000008 No
| Video_SVR1_04 Cnline 8 40.00 GB Internal 2 §0050760008F0006F300000000000009 No
H ) WIN2008_SVR1_01 Cnline 25.00 GB Internal_1 60050760008F0006F30000000000000C No
Copy 0* Cnline 25.00 GB Internal_1 §0050760008F0006F50000000000000C No
&: Copy 1 Online 25.00 GB Internal 2 60050760008F0006FE0000000000000C No
2# ) WIN2008_SVR1_02 Cnline 25.00 GB Internal_1 60050760008F0006F300000000000000 No
‘ﬁ Copy 0* Cnline 25.00 GB Internal_1 §0050760008F0006F500000000000000 No
Copy 1 Cnline 25.00 GB Internal_2 §0050760008F0006F500000000000000 No
WIN2008_SVR1_03_nomirr  [%] Online S 150.00GEB Internal_2 60050760008F0006FE0000000000000E es i
Showing 15 volumes | Selecting 0 volumes
S pliocate i 19820 CBIZNTB G ) adalad e MouthStatus

Figure 5-39 Volumes window that shows all volumes
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From this menu, you can perform various operations on the volumes. You can use the
Actions button to access these operations, or you can right-click the volume name, which
opens a list of operations that can be performed against the volume (Figure 5-40).

1IBM Flex System V7000 = Welcome, superuser
FlexSystem_V7000 > Volumes > Volumes ¥
T3 New Volume  i= Actions ¥ Q v [Frer
ppings ||
AIX_SVR1_01 Oniine (@ 25.00GB Internal 1 60050760008F0006FE0000000000000A  No
AIX_SVR1_02 Oniine (@ 25.00GB Internal 1 60050760008F0006FE0000000000000B Mo
“ Exchange_01 Oniine 10.00 GB Internal_1 60050760008F0006FE00000000000000 No
- Exchange_02 Oniine 40.AN.OB intacnal 4 60050760008F0006FE00000000000001 No
L“! Exchange_03 Oniine sioniniios 60050760008F0006FE00000000000002 No
Exchange_D4 Oniine "6 unmap All Hosts 60050760008F0006FE00000000000003  No
a MSSQL_SVR1_01 Online Al View Mapped Hosts 60050760008F0006F300000000000004 No
I MSSQL_SVR1_02 Online §8 Move to Another 1/O Group 50050760008F0006F300000000000005 No
t&l Video_sVR1_01 B onine 17 Rename 60050760008F0006FE00000000000006 Mo
Videa_SVR1_02 @ onine [y Shrink 60050760008F0006FE00000000000007 No
gﬁ Videa_SVR1_03 [ onine {5 Expand 60050760008F0006FE00000000000008 No
| Videa_SVR1_04 @ onine 2 Migrate to Ancther Pool 60050760008F0006FE00000000000009 No
H ) WIN2008_SVR1_01 Oniine @ Export to Image Mode 60050760008F0006FE0000000000000C  No
& Copy 0 Online 5 Delete 60050760008F0006FS0000000000000C  No
s Copy 1 Online — 60050760008F0006FS0000000000000C  No
) WIN2008_SVR1_02 Online Properties _ 50050750008F0005FE0000000000000D No
‘? Copy 0* r;, Online 25.00 GB Internal_1 §0050760008F0006F500000000000000 No
Copy 1 r;, Online 25.00 GB Internal_2 §0050760008F0006F500000000000000 No
WIN2008_SVR1_03_nomirr [ Online S 150.00GB Internal 2 60050760008F0006FE0000000000000E  Yes I
Showing 15 volumes | Selecting 1 velume (25.00 GB)
S fligcaied: 19420 CRI SO0 TOSN L) ing Tasks (0 — e

Figure 5-40 Volume operations
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5.5.2 Volumes by Pool menu

Clicking the Volumes by Pool menu opens the window shown in Figure 5-41.

IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Volumes > Volumes by Pool ~

Pool Filter

I 63.00 GB 1.09 TB Capacity
DS4300_FC_10K Volume '
a 0 Volume copies Internal_2 Allocation @ ==
0 bytes Used / 50.00 GB ; .
—> Online
“ ( ; j 1 MI.J'Sk" 7 Volume 5.94 GB Compressed
Internal_2 Fasy Tier Inact Compreeon | I
7 Volume copies Easy Tier Inactive Savings —
65} 63.00 GB Used / 1.09 TB 7.18 GB Saved
—
New Volume :Z Actions + &
a Internal_1 B
10 Volume copies Status Capacity Hostiia |
131.50 GB Used / 1.86 TB =
— Video_SVR1_01 Online & 40.00GB 60050760008F000EFE00000000000006 No
Video_SVR1_02 Online S 40.00GB 60050760008F000EFE00000000000007 No
Video_SVR1_03 Online & 40.00GB 60050760008F000EFE00000000000008 No
@ Video_SVR1_04 Online S 40.00GB 60050760008F000EF300000000000009 No
) WIN2008_SVR1_01 Online 25.00 GB 60050760008F0006FE0000000000000C  No
Copy 0* Online 2500 GB 60050760008FO006FE0000000000000C  No
Copy 1 Online 2500 GB 60050760008FO006FE0000000000000C  No
. )
B ) WIN2008_SVR1_02 Online 25.00 GB 60050760008F0006FE0000000000000D  No
Copy 0* Online 2500 GB 60050760008F0006FE0000000000000D  No
Copy 1 Online 2500 GB 60050760008F0006FE0000000000000D  No
WIN2008_SVR1_03_nomirr Online 2 150.00GE 60050760008F0006FS0000000000000E  Yes M
< | I r

Showing 7 volumes | Selecting 0 volumes.

| St R —) Va0 Citi—

Figure 5-41 Volumes by Pool window
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Similar to the previous window, you can either use the Actions button to access the menu
operations or you can right-click the pool to display a list of valid commands (Figure 5-42).

IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Volumes > Volumes by Pool ~

Pool Filter LR
| £3.00 GB 1.09 TB Capacity
DS4300_FC_10K e
a 0 Volume copies Internal_z Allocation
0 bytes Used / 50.00 GB .
—> Online
“ ( _ A L MI.J'Sk" 7 volume 5.94 GB Compressed
e 2 - Fasy Tier Inact Compresson | EEE
7 Volume copies Easy Tier Inactive Savings —
L‘ 63.00 GB Used / 1.09 TB 7.18 GB Saved
[ —
New Volume := Actions ¥ @, ~ |rifter
a Internal_1 B 4
10 Volume copies E Map to Host Apacity uiD Host Ma
131.50 GB Used / 1.86 TB
— Video_SVR1_0“{]] Unmap All Hosts & 40.00GB 60050760008F000EF300000000000006 No
Video_SVR1_0| | view Mapped Hosts 5 40.00GB 60050760008F000EF300000000000007 No
gﬂ Video_SVR1_0| {2 Move to Ancther 1/O Group 2 40.00GB 60050760003F000EF300000000000008 No
Video_SVR1_0 i poname ) 40.00GB 60050760003F000EF300000000000009 No
= : : 50000000000000C
H ) WINZ2008_SVR1 (@ shrink 25.00 GB 60050760003F000SF: Mo
Copy 0* 25.00 GB G00S0760003F0006FE0000000000000C N
I @ Expand o
Copy 1 25.00 GB G00S0760003F0006FE0000000000000C No
-, S Migrate to Another Pool
P ) VIIN2008_SVR1 25.00 GB G00S07G000SFO00GFE00000000000000  Yes
Copy 0* (3 Export to Image Mode 25.00GB 60050760008F0D0GFB0000000000000D  Yes I
Copy1 |48 Delete 25.00 GB 60050760008F0006FE0000000000000D  es k)
WIN2008_SVR1|[=| Properties & 150.00GE 60050760008F00D06FS0000000000000E es i
< ] ¥
Showing 7 volumes | Selecting 1 volume (25.00 GB)

| fliocai ot OB IO t) D RumnngTesis ) ) —ctih i — |

Figure 5-42 Commands for a single volume from the Volume by Pools menu
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5.5.3 Volumes by Host menu

Clicking the Volumes by Host option opens the window shown in Figure 5-43. This window
shows the volumes that have been mapped to a given host.

1IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Volumes > Volumes by Host ~

Host Filter L}
( x240_slot11
x240_slot11 3
2 ports 2 ports
Host Type: Generic
“ x240_slot12 ']
2 ports -
L! %3 New Volume = Actions ¥ & ~ |rilter
WIN2008_SVR1 Name Status Capacity Storage Pool uin I
a 1 port =) WIN2008_SVR1_01 Online 25.00 GB Internal_1 60050760008F0006FE
Copy 0* Online 25.00 GB Internal_1 60050760008F0006FE
@ “‘ﬁ ;ESXESVRI Copy 1 Online 25.00 GB Internal 2 60050760008F0006F¢
ports
=) WINZ008_SVR1_02 [® onine 25.00 GB Internal_1 60050760008F0006FE
@ ESX SVR2 Copy 0* [ onine 25.00 GB Internal_1 60050760008F0006FE
2 ports Copy 1 [ onine 25.00 GB Internal 2 60050760008F0006FE
H WIN2008_SVR1_03_nomirr [ Oniine 2 150.00GEB Internal_2 60050760008F0006FE
&
"
4 ] v
Showing 3 volumes | Selecting 0 volumes.

S pliocsted A SOCBISNTB B ) @ RuminaTasks (0) ) — e

Figure 5-43 Volumes by Host window
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You can use the Actions button or you can right-click the pool to show a list of valid
commands (Figure 5-44).

1BM Flex System V7000 = Welcome, superuser Legal | Logout | Help
( ) )(240_5[01:1 1 FQ Map to Host
x240_slot11 ~
‘% 2 ports i3 2 ports ) Unmap All Hosts
L J Host Type: Generic @ iew Mapped Hosts
“ % x240_slot12 ] Q Move to Another I/O Group
N 2 ports .
t‘! $3 New volume = Actions ¥ T Rename &, « |rilter
Shrink
WIN2008_SVR1 Narre Statis T
a 1 port ) WIN2008_SVR1_01 @ onine (&9 Expand 60050760008FD006FE
Copy 0* [ onine S Migrate to Another Pool E00507TE0002F000EF:
L
t&i ""ﬁ '255)%5‘"‘1 Copy 1 [ onine (T3 Export to Image Made 50050760008F0005F4
ports
=) WIN2008_SVR1_02 % online 3 Delete 60050760008F0006FE
gﬁ ESX_SVR2 Copy 0* 2 0n|fne @ Volume Copy Actions ' 60050760008F0006FE
2 ports Copy 1 [ oniine — 60050760008F0006FE
X Properties
. WIN2008_SVR1_03_nomirr Onling — S 60050760008F0006F:
&
3
< I r
Showing 3 volumes | Selecting 1 volume (150.00 GB)
o SR R TR ) R RunninoTesks O C—ii —

Figure 5-44 Commands for a single volume from the Volume by Host menu

By using the Migrate to Another Pool option, the Volume can be migrated from one pool to
another while still maintaining full service to the host that connects to the Volume.
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5.6 Hosts menu

In this section, we describe the Hosts menu and its options. When you hover the cursor over
the Host function icon, a menu opens (Figure 5-45).

IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

‘= Suggested Tasks =

< i

24 Internal 2 Fibre Channel

Drives & a @ Hosts
8 MDisks 3 Pools 15 Volumes

3 iSCSI Hosts

Host Mappings

Volumes by Host

@ watch e-Learning: Overview

Welcome!

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

» Visit the Information Center

Figure 5-45 Navigate to the Hosts menu
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5.6.1 Hosts menu

Clicking Hosts opens the window shown in Figure 5-46. From here, you can modify host
mappings, unmap hosts, rename hosts, and create new hosts.

1IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Hosts > Hosis ¥

¥l New Host = Actions + @, ~ |Fiter
ESX_SVR1 Oniine Generic 1 Yes i3

ESX_SVR2 Onling Generic 1 es {3

WIN2008_SVR1 Online Generic 1 No

x240_sloti1 Onling Generic 1 es {3

x240_slot12 Onling Generic 1 es {3

CoeRREGad

Showing 5 hosts | Selecting 1 host

[ SRR TC TS S o —TC TN, S—re—1

Figure 5-46 The Hosts window that shows all hosts

Chapter 5. IBM Flex System V7000 Storage Node GUI interface 229



As with a number of other windows, you can use the command buttons or you can select a
host and right-click it to access the commands (Figure 5-47).

IBM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Hosts > Hosts ¥

ﬂ New Host  i= Actions ¥

Name Status Host Type #of Ports | Host Mappings

ESX_SVR1 Online Generic 1
ESX_SVR2 Online Generic 1
WIN2008_SVR1 Onling Generic 1
x240_sloti1 Online Generic 1
x240_slot12 Online Generic 1

CoeDREhad

Showing 5 hosts | Selecting 1 host

Yes i3
Yes i3
No

Yes i3
Yes i3

FUI'“'Iodh"'y Mappings
) unmap All Volumes

13 Rename
2 Delete

Properties

Sl S0 S8 LS I i) Sadeakadd

— e e

Figure 5-47 Actions for a single host from the Hosts menu

Figure 5-48 shows an example of Modify Mappings. The selected Windows server has no
mappings and we select a volume for to be mapped to the server. From this menu we can
also map more volumes or we can unmap volumes already mapped.

Modify Host Mappings

Host: \WINZ008_SVR1| =~

Unmapped Volumes

> Map & ~ [rite
[ame  capacwy jub ||
AIX_SVR1_01 25.00GB 60050 000sF E
AIX_SVR1_02 25.00GB 60050 000sF B
Exchange_01 K 10.00 GB 600507 0006F

Exchange_02 i 10.00 GB 60050 000SF

Exchange_03 10.00 GB 60050 0008 <
Exchange_04 10.00 GB 60050 0008

MSSQL_SVR1_01 i 20.00 GB 60050 000 3
MSSQL_SVR1_02 20.00 GB 60050 0008

Video_SVR1_01 40.00 GB 60050 0008

Video_SVR1_02 40.00 GB 60050 0008

Video_SVR1_03 40.00 GB 60050 0008

Video_SVR1_04 40.00 GB 60050 0008 Lo
WIN2008_SVR1_01 i 25.00GB 60050 0008 i
4] m b
Showing 14 volumes | Selecting 0 volumes

o

Edit scsIID € Unmap @, ~ |Filter

SCSID Name uiD

Showing 1 mapping | Selecting 0 mappings

Volumes Mapped to the Host

WIN2008_SVR1_03_n... 60050 0006F

[nMap Valumm] lnApply ] [Car\nel ]

Figure 5-48 Modify Mappings
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5.6.2 Ports by Host menu

Clicking Ports by Hosts opens the window shown in Figure 5-49. This window shows the
Fibre Channel and iSCSI ports that are assigned to a particular host.

1IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Hosts > Ports by Host ~

. [‘QNewHost] [EEAntionsv]

p260_slot14_AI..
2 ports

x240_slot11 i3
2 ports X24D_S|.Ot1 1
2 ports
WIN2008_SVR1 Host Type: Generic
1 port
ﬁ ESX_SVR1 @ ™ Add v 3£ Delete Port @ ~ |rFiter
1 rt
e Hame Type Status #Nodes Logged In |
21000024FF2F2548 I:.:l FC . Active
ESX_SVR2 3
1 port 21000024FF2F2549 =13 B Active 2

CoeRREGad

Showing 2 ports | Selecting 0 ports

i Aliocated: 4 SOCB IS TR () plt) @ RumninaTesks ) — e )
Figure 5-49 Ports by Host window
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Clicking the Actions button allows you to modify the mappings, unmap volumes, rename
hosts, and delete ports (Figure 5-50).

1BM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Hosts > Ports by Host ~

Host Filter L
- [ﬂNewHod:][EEAd:ionsV]
x240_slot11 i3 H Medify Mappings
2 ports

* unmap All Volumes

17 Rename

WIN2008_SVR1 ric

1 port 2 Delete
Properties
ESX_SVR1 [ Add v 3£ Delete Fort @ ~ |Fifter
1 port 3
Name Type Status # Nodes Logged In I
ESX SVR2 21000024FF2F2545 I:.:l FC Active 2
1 port M3 | 21000024FF2F2s4s =13 Active 2

p260_slot14_AI..
2 ports

CeoRRebad
iy iy iy ol iy

Showing 2 ports | Selecting 1 port

[ ST O N 1. 1 UMD Sy e— T —

Figure 5-50 Actions for a single host from the Ports by Host window
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5.6.3 Host Mappings menu

Clicking Host Mappings opens the window shown in Figure 5-51. This window shows the
Host name, SCSI identifier, Volume name and the Volume identifier for all the mapped

volumes.
1IBM Flex System V7000 Welcome, superuser Legal | Logout | Help
FlexSystem_V7000 > Hosts > Host Mappings ~
iZ Actions ¥ @, ~ |rilter
Host Name SCSID Volume Name Volume Unique ldentifier Caching 'O Grou...
ESX_SVR1 o Exchange_01 §0050760008F0006F300000000000000 o
ESX_SVR2 o Exchange_02 §0050760008F0006F300000000000001 o
“ x240_slot1 2 WIN2005_SVR1_01 60050760008F0006F30000000000000C o
t‘ x240_slot1 o WIN2008_SVR1_03_nomirr §0050760008F0006F30000000000000E o
. ! x240_slot1 1 WIN2005_SVR1_02 60050760008F0006F300000000000000 o
&
Showing 5 ings | Selecting 0

Figure 5-51 Host Mapping window

Chapter 5. IBM Flex System V7000 Storage Node GUI interface 233



You can use the Actions buttons shown in Figure 5-52 or you can select a host and right-click
it to access the commands.

IBM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Hosts > Host Mappings ~

iZ Actions ¥ @, ~ |Filter
Host Name SCSID Volume Name Volume Unique ldentifier Caching 'O Grou...
ESX_SVR1 o Exchange_01 §0050760008F0006F300000000000000 o
ESX_SVR2 o Exchange_02 §0050760008F0006F300000000000001 o
x240_slott1 2 WIN2005_SVR1_01 §0050760008F0006F30000000000000C o
x240_slott1 0 WIN2008_SVR1_03_nomirr §0050760008F0006F50000000000000E 0
’E Unmap Volumes
x240_slott1 1 WIN2005_SVR1_02 §0050760008F0006F300000000000000 o

Properties (Host)

Properties (\Volume)

NS T Y

Showing 5 mappings | Selecting 1 mapping

LS YT YT R S R © B ..U N R — T T —

Figure 5-52 Actions for a single host from the Host Mapping window

By unmapping the volume as in the example shown before, the volume will be made
unavailable to the host.
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5.6.4 Volumes by Host menu

The Volumes by Host menu is used to filter the view to show which hosts have which
volumes mapped. For examples of how to use the Volumes by Host menu, see Chapter 7,
“Storage Migration Wizard” on page 283.

5.7 Copy Services menu

IBM Flex System V7000 Storage Node provides a number of different methods of coping and
replicating data. FlashCopy is provided for instant copy of block volumes within the cluster.
Remote copy is used to copy block volumes to another location on another cluster, and it can
be done synchronously (Metro Mirror) or asynschronously (Global Mirror).

In this section, we describe the Copy Services menu and its options. If you hover the cursor
over the Copy Services function icon, the window shown in Figure 5-53 opens.

1BM Flex System V7000

Welcom-é;_'s'lipeﬂls_e_r__ Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

“ [ = Suagested Tasks ~ |
@ 24 Internal 4 Fibre Channel
T Drives L : T
i 8 MDisks 3 Pools 15 Volumes
Copy Services 1 iSCSI Host
T ———rrr—

o FlashCopy

Consistency Groups
FlashCopy Mappings
Remote Copy

Partnerships

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

» Visit the Information Center

QaBis Q _RumingTesks) ) (— S —

Figure 5-53 Navigate to the Copy Services menu

The actual features and functions of the Copy Services menu are described in more detail in
Chapter 9, “IBM Flex System V7000 Storage Node Copy Services” on page 363.
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5.7.1 FlashCopy menu

Clicking FlashCopy opens the window shown in Figure 5-54. This window shows the
volumes that are available. If you right-click a volume, a list of operations opens. From here,
you can perform tasks such as initiating a new snapshot, clone, or backup of a volume.

1IBM Flex System V7000 e Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Copy Services > FlashCopy ~

iZ Actions ¥ @, [ Fiter
FolumeWame ~|Status |Progress |Capacty  |Growp |FashTme
ALX_SVR1_01 25.00 GB
AlX_SVR1_02 25.00 GB
“ Exchange_01 10.00 GB
Lo Exchange_02 10.00 GB
L"! Exchange_03 10.00 GB
Exchange_04 10.00 GB
a MSSQL_SVRI_01 20.00 GB
L MS5QL_SVR1_02 20.00 GB @ fcxSooaa
t&l Video_SVR1_01 40.00 GB @ New Clone
Video_SVR1_02 40.00 GB @ New Backup
@ Video_SVR1_03 40.00 B f/z Advanced FlashCopy... 3
| Video_SVR1_04 40.00 GB ﬁ—?-ﬁ Show Dependent Mappings
H WIN2008_SVR1_01 25.00 GB 3¢ Delete
& WIN2008_SVR1_02 25.00 GB Properties
i WIN2008_SVR1_03_nomirr 150.00 GB
Showing 15 volumes | Selecting 1 volume (20.00 GB)

[ I T Y G —" Ralackell — o —
Figure 5-54 FlashCopy menu
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You can either double-click the volume name or right-click to — Properties to open the

Volume Details window shown in Figure 5-55. From here, you can click the tabs at the top of
the window to display additional information, such as the hosts that the volume or FlashCopy

volume is mapped to and its dependent MDisks.

Volume Details: MSSQL_SVR1_01

Overview | Host Maps Member MDisks

Volume Name MSsSQL_SVR1_01
Volume ID 4

Status Online
Capacity 20.00 GB

# of FlashCopy Mappings o

Volume UID 60050760008F0006F300000000000004
Caching I/0 Group io_grp0
Accessible If0 Groups io_grp0
Preferred Node node2

1/0 Throttling Disabled

Mirror Sync Rate 50

Cache Mode Enabled

Cache State Empty

UDID (OpenVMS)
Edit

¥| Show Details

Copy D

Pool: Internal_1

Striped

Copy Status: Online
Easy Tier Status: Inactive
Capacity:

S50 Tier: 0 bytes

HDD Tier: 20.00 GB
Total: 20.00 GB

Close

Figure 5-55 FlashCopy volume details with Show Details checked
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5.7.2 FlashCopy Consistency Group menu

FlashCopy Consistency Groups are used to group multiple copy operations together that
have a need to be controlled at the same time. In this way the group can be controlled by
starting, stopping, and so on, with a single operation. Additionally, the function will ensure that
when stopped for any reason, the 10s to all group members have all stopped at the same
“point-in-time” in terms of the host writes to the primary volumes, ensuring time consistency
across volumes.

Clicking FlashCopy — Consistency Group opens the window shown in Figure 5-56. This
window enables FlashCopy relationships to be placed into a consistency group. You can also
use start and stop commands against the FlashCopy consistency group from this window by
right-clicking the relationship.

IBM Flex System V7000 — - = ___"‘---._____ Welcnm—é_,_g'ﬁ]lenlsg_[_ Legal | Logout | Help

FlexSystem_V7000 > Copy Services > Consistency Groups ¥

[ = New Consistency Group = Actions + 4L v I
\lapping Name atus ource Volume arget Volume Progress ash Time
= :"fd’ Not in a Group
fcmapd /1, Stopped MSSQL_SVR1_01  MSSQL_SVR1_01_01
femapt 1, Stopped : 0102
— ) %+ Move to Consistency Group
femap2 @ copying _01_03 BTSN | oct2s 20127223
Remove from Consistency Group
j‘w—‘{j SQL_servers Empty b Start
s . I Stop
j‘w—‘{ j Development Empty

{2 Rename Mapping
4 Delete Mapping

ﬁ—?-ﬁ Show Dependent Mappings

Edit Properties

Coenmshad

4 | i L2

Selected 1 FlashCopy mapping

Allocated: 234.75 GB / 3.00 TB (8% i Q Running Tasks (1) ) “
Figure 5-56 FlashCopy Consistency Group window

Consistency groups address the problem of applications having related data that spans
multiple volumes. In this situation, FlashCopy operations must be performed in a way that
preserves data integrity across the multiple volumes. One requirement for preserving the
integrity of data being written is to ensure that dependent writes are run in the intended
sequence of the application.
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5.7.3 FlashCopy Mapping menu

The FlashCopy Mappings menu allows you to create and view the relationship (mapping)
between the FlashCopy source and target volumes.

Clicking FlashCopy Mappings opens the window shown in Figure 5-57. From this window,
you can Start, Stop, Delete, and Rename the FlashCopy mappings. There is also an option to
move the relationship into a consistency group.

1IBM Flex System V7000 - __ e Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Copy Services > FlashCopy Mappings ~

ﬁ New FlashCopy Mapping = Actions ¥

femapd @ copying MSSQL_SVR1_01  MSSQL_SVR1_01_01 Oct 25, 2012 7:26:54 PM
femap @ copying MSSQAL_SVR1_01 MSSQL_SVR1_01_02 Oct 25, 2012 7:26:08 PM
femap2 @ copying MSSQL_SVR1_01  MSSQL_SVR1_01_03 — 65% Oct 25, 2012 7:26:59 PM
femap3 idle Exchange_01 Exchange_01_dev

%+ Move to Consistency Group
i3 Remove from Consistency Group
| start
J Stop
{7 Rename Mapping
42 Delete Mapping

ﬁ—?-ﬁ Show Dependent Mappings

Edit Properties

- T T

< 1 3

Showing 4 FC mappings | Selecting 1 FC mapping

Q00 T8k B ? C— o —

Figure 5-57 FlashCopy Mapping window
5.7.4 Remote Copy and the Partnerships menu

Remote Copy and the Partnerships menu are described in detail in 9.3, “Remote Copy” on
page 402.
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5.8 Access menu

There are a number of levels of user access to the IBM Flex System V7000 Storage Node
cluster, which are managed through the Access menu. The access levels are divided into
groups, each having a different level of access and authority. If wanted, multiple users can be
defined and their access assigned to suit the tasks they perform.

In this section, we describe the Access menu and its options. If you hover the cursor over the
Access function icon, a menu opens (Figure 5-58).

IBM Flex System V7000 = - - Welcom-é;_'s'lipeﬂlsg_r__ Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

| = Suggested Tasks + |

oyl

LB -

s @ !
alll

24 Internal 4 Fibre Channel
Drives Li’ @ > Hosts
8 MDisks 3 Pools 19 Volumes
1 External 1 iSCSI Host
Storage System
-_—

Users

Audit Log

Welcome!

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

» Visit the Information Center

Q _RumingTesks) ) —— e —

Figure 5-58 Navigate to the Access menu

The Access menu allows for user management and Audit Log review.

User management includes creation of new users as well as maintaining roles and passwords
for existing users. Also part of user management is configuration of SSH keys which provides
secure access for users to the Command Line Interface (CLI)

The Audit Log provides a list of all commands being executed on the system, and also
contains information about which user ran the command.
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5.8.1 Users menu

Figure 5-59 shows the Users window. This window enables you to create and delete new
users, change, and remove passwords, and add and remove SSH keys.

IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Access > Users ¥

User Groups L =
&, Mew User Group

@
(%l All Users All Users

(B
% SecurityAdmin
= s New User i Actions = @, ~ |rilter
% Administrator IM—WWW I
awatson Administrator Configured MNo
(B clarsen Administrator Configured MNo
% CopyOperator jsexton Administrator Configured No
superuser SecurityAdmin Configured No

P

% Monitor

Conse6ad
%’3

Showing 4 users | Selecting 0 users

Qe RummingTesks@) ) s —

Figure 5-59 Users menu
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Clicking New User opens the window shown in Figure 5-60. From here you can enter the
name of the user and the password, and load the SSH key (if the SSH key has been
generated). Starting with SAN Volume Controller and IBM Storwize V7000 V6.3 SSH keys are
not required for CLI access, and you can choose either to use SSH or password for CLI
authentication.

New User x
)
P Name
| ) peter

Authentication Mode
Local Remote

User Group

SecurityAdmin

Local Credentials
Users must have 3 password, an S5H public key, or both.

Password Verify password
oy oy

SSH Public Key

[ Browse... |

Create || Cancel

Figure 5-60 New User creation window

Configuring Command Line Interface access, including how to configure SSH keys for secure
access only, is described in detail in Appendix A, “CLI setup and configuration” on page 629.
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5.8.2 Audit Log menu

All commands issued on the cluster are logged in the Audit Log. Note that even if initiated
from the GUI, most actions cause a CLI command to be run, so it will also be logged.

Clicking Audit Log opens the window shown in Figure 5-61. The cluster maintains an audit
log of successfully executed commands, indicating which users performed particular actions
at certain times.

1IBM Flex System V7000 e Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Access > AuditLog ¥

i= actions ¥ (&) Refresh o v
Date and Time User Name Command Object ID
10/25M2 7:32:45 P SUperuser svctask mkfcmap -source Exchange_01 -target Exchange 01_dev ... 3 o~
“ 1042512 7:32:13 PM superuser svctask mkvdisk -name Exchange_01_dev -iogrp io_grp0 -mdiskgrp... 18 E|
1W25M12 T:27:01 PM SUperuser - ep 2
= [Z] Filter by Date &
ot 10/25M12 7:26:55 PM superuser E = — =
L‘ @Shﬂw entries within... » | minutes # | 1
102512 T:26:35 PM SUPEruser
Reset Date Filter hours »|5
102512 7:26:26 PM SUperuser -
days »| 10
10/25M2 T:26:10 PM SUperuser svctask startfcmap -p
15
[T 10/25M2 7:26:03 PM SUPETUSEr syctask chfcmap -force 1
1042512 7:25:20 PM superuser svctask chfcmap -consistgrp SQL_ 30 2
10/25M2 T:25:12 PW SUperuser svctask stopfemap 2 45
@ 1042512 7:25:05 PM SUperuser svctask chfcmap -consistgrp SOL_servers 1
1042512 T:24:52 PM sUperuser svctask chfcmap -consistgrp SQL_servers 0
10/25M2 7:23:50 PM SUperuser svctask mkfce istgrp -name O 2
10/25M2 7:23:04 PM SUperuser svctask stopfemap 0
id
d 10425/12 7:22:57 PM SUPEruser svctask stopfemap 1
10/25M2 T:22:38 PM SUperuser svctask startfcmap -prep 1
10/25M2 T:22:38 PM SUperuser svctask startfcmap -prep 0
10/25M2 7:22:37 PM SUperuser svctask startfcmap -prep 2
1042512 7:21:53 PM superuser svctask stopfemap 1
10/25M2 T:21:40 PW SUperuser svctask stopfemap 2
Showing 218 entries | Selecting 1 entry

‘e iligeated: 23500 6B SO0 ID@HL &) palsiel o MHesthsutys
Figure 5-61 Viewing Audit Log menu using filtering
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5.9 Settings menu

In the following section, we describe the Settings menu and its options. If you hover the cursor
over the Settings function icon, the Settings menus opens (Figure 5-62).

1BM Flex System V7000 — Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Home > Overview ¥

a 24 Internal 4 Fibre Channel
Drives - = Hosts
8 MDisks 3 Pools 19 Volumes
1 External 1 iSCSI Host
Storage System
4
&
P, I the objects that need to be configured. To learn more about each object, click the icon in the
— -Learning modules include a tutorial of the steps that are required to complete the task. To

@ ar select the associated task from Suggested Tasks or use the icons in the left navigation.

{ General )|

Figure 5-62 Navigate to the Settings menu
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5.9.1 Event Notification menu

This option is used to configure alerting and logging. Here we define the e-mail and SNMP
servers and the levels of alerting as preferred.

Clicking Event Notification opens the window shown in Figure 5-63. From this window, you
can configure email alerts (which is included in the Call Home function) and SNMP
monitoring, and define syslog servers and the message types.

1BM Flex System V7000

Welcome, superuser Legal | Logouwt | Help

FlexSystem_V7000 > Settings > Event Notifications ~

Event Notifications
-

Email

M Email Use this panel to configure email servers to send informational, error, or warning notifications to specified users.
ﬁ Watch e-Learning: Configure Support Notifications

[ Enable Email Event Netification

Comsshad

[ SRR T —" T 17 2T T W QU T —
Figure 5-63 Event notification window

For more information about Call Home, see Chapter 13, “Maintenance and troubleshooting”
on page 571.
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5.9.2 Directory Services

When an IBM Flex System V7000 Storage Node clustered system is created, the
authentication settings are automatically provisioned from the settings provided by the
Chassis Management Module (CMM) or Flex System Manager (FSM). Users can log in to the
system using the user accounts that are defined on the LDAP servers, which are configured
on the CMM or FSM.

For users of the Flex System V7000 Storage Node clustered system, you can configure
authentication and authorization using the Command Line Interface (CLI).

You can create two types of users who can access the system. These types are based on
how the users are authenticated to the system. Local users must provide either a password, a
Secure Shell (SSH) key, or both. Local users are authenticated through the authentication
methods that are located on the Flex System V7000 Storage Node system. If the local user
needs access to the management GUI, a password is needed for the user. If the user requires
access to the command-line interface (CLI) through SSH, either a password or a valid SSH
key file is necessary. Local users must be part of a user group that is defined on the system.
User groups define roles that authorize the users within that group to a specific set of
operations on the system.

A remote user is authenticated on a remote service with Lightweight Directory Access
Protocol (LDAP) as configured in the Chassis Management Module or Flex System Manager
settings. Remote users have their groups or Supervisor role defined by the remote
authentication service.

A remote user who needs access to the command line using SSH keys must be configured
on the Flex System V7000. Other remote users do not need to be configured on the V7000,
they only need to be defined on the LDAP server.

To manage users and user groups on the system using the management GUI, select User
Management — Users.

The settings for Lightweight Directory Access Protocol are automatically configured by the
Chassis Management Module. To test the connection, select Settings — Directory
Services.

For more information about how to configure Remote Authentication and Authorization for
users of IBM Flex System V7000 Storage Node, see the User Authentication Configuration
section of the IBM Information Center at the following website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/topic/com.ibm.acc.493
9.doc/svc_webconfiguringauthusers_224eda.html

For more information about how to implement systems management of IBM PureFlex
Systems, see Implementing Systems Management of IBM PureFlex System, SG24-8060.
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5.9.3 Network menu

The network setup for all the interfaces in the cluster is configured here.

Clicking Network opens the window shown in Figure 5-64. From here you can update the
network configuration, set up iSCSI definitions, and view information about the Fibre Channel

connections.

FlexSystem_ V7000 > Settings > MNetwork «

Management IP
Addresses

> -~ I Service IP
\ J Addresses

iSCSI

«2®%] Fibre Channel

b

Service IP Addresses

The service IP address provides access to the service interfaces on each individual node canister. The service [P
address can be unconfigured by setting the IPv4 address to 0.0.0.0 or the IPve address to 0:0:0:0:0:0:0:0.

Node Canister: |eft ['*-Ident\fy |

IPv4
Obtain IP Address Automatically, but Failback to a Static IP
Obtain IP Address Automatically

@ Specify IP Address

IP Address Subnet Mask Gateway
9.37.117.150 255.255.255.0 8.37.117.1
| Show 1Pv6 [ save | | cancal |
LI Rl ST

Figure 5-64 Network window

Service IP addresses
The Service IPs are IP addresses of each of the two IBM Flex System V7000 Storage Node

controllers called canisters. These controllers have their own IP addresses where several

support actions can be performed. Some of them are listed here:

vVVvyVvYyVvYVvYYyvYYyYyY

Place a canister in Service State.

Power cycle a canister.

Clear all system configuration data.

Create a new cluster.

Recover a failed system (action ONLY performed by IBM Support).
Upgrade firmware manually with controllers offline.

Extract system event logs.

Tip: The Service IP addresses are normally not used by the IBM Flex System V7000
Storage Node administrator. They are used ONLY as part of the initial installation
procedure or when IBM Support performs certain service actions.
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Fibre Channel
Fibre Channel is used to display the FC-paths and their status, which are the Fibre Channel
paths over the SAN, and only relates to the storage nodes.

When you click Fibre Channel (Figure 5-65), some useful information is displayed about
Fibre Channel connectivity. In this example, we review connectivity for all nodes, storage
systems, and hosts. Views can be filtered to display details for all devices, systems, nodes,
storage systems, and hosts.

1IBM Flex System V7000 _ Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Settings > Network ~

Management IP
Addresses

Fibre Channel

Display the connectivity between nodes and other storage systems and hosts that are attached
through the Fibre Channel network.

@@

“ Service IP Addresses View connectivity for: |All nodes, storage systems, and hosts ~ | | Show Results
-5 a =
& "‘*@ iscsT Wame |SyslemWame  |RemoleWWPN |Remofe.. |LocalWWPN |LocalPort |Lo
Fa -, DS54300_1 200900A0B8180502 010F00 5005076805100251 4 01~
E&“i @ Fibre Channel DS4300_1 200800A0B8180502 010F00 50050768050C0250 3 01
DS4300_1 200800A0B8180502 010F00 50050768050C0251 3 01
h } DS4300_1 200900A0B8180502 010F00 5005076805100250 4 01
@ ESX_SWVR1 21000024FF2F2512 010C00 50050768050C0250 3 01|=
H ESX_SWVR1 21000024FF2F2512 010C00 50050768050C0251 3 01
N ESX_SVR2 21000024FF2F2513 010C00 5005076805100250 4 01
&‘_,\ ESX_SVR2 21000024FF2F2513 010C00 5005076805100251 4 01
node FlexSystem V700 5005076805100250 010300 5005076805100251 4 01—
p“ node FlexSystem V700 50050768050C0250 010300 50050768050C0251 3 01
node2 FlexSystem V700 50050768050C0251 010400 50050768050C0250 3 01
node2 FlexSystem V700 5005076805100251 010400 5005076805100250 4 01
p260_slot14_ALX1 21000024FF2F2364 010EQD 50050768050C0250 3 01 o
4“|_ - e . S | [ - -

Showing 20 items

(T — o —

Figure 5-65 Fibre Channel window
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5.9.4 Support menu

The Support menu is mainly used when log files are requested by IBM Support. IBM Support
often requests log files when a support case is opened by IBM Flex System V7000 Storage
Node administrators. The overall process is that the system administrator download the
requested support package from the system and then upload it to IBM Support where after
the data can be analyzed.

Clicking Support opens the window shown in Figure 5-66. From this window, click Show full
log listing to show all the log files.

IBM Flex System V7000

Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Settings > Support ~

[o Download Support Package CIMOM Logging Level: |Low| -

-

Looking for individual log files? Show full log listing...

.

s
E
alll
k4

&'

i

¢ —_—
Event Notifications ),

Directory Services

| Support __.
| General J

Ralclels — S —

Figure 5-66 Support menu
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You can download any of the various log files or delete them by selecting a single item
(Figure 5-67) and click either the Download or Delete options under the Actions button.

IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_ V7000 > Settings > Support

[o Download Support Package ] CIMOM Logging Level: Low -
i= Actions ¥ node2| v | @, | Filter
Ho Download
# Delete Arc =

Idumps/G23EMC-2.tre.old

Idumps/dump.G23E00C-2.120625.144403
Idumps/dump.G23E00C-2.120625.170942
Idumps/dump.G23E00C-2.120626.173717
Idumpsidump.G23E00C-2.120626.171915

m

Idumps/dump.G23E00C-2.120627.135612
ldumpsidump.G23E00C-2.1206258.100413
ldumps/dump.G23E00C-2.1206258.102045
Idumpsidump.G2Z3E00C-2.120625.140026
Idumpsi/dump.G23E00C-2.120628.152344
Idumpsidump.G23E00C-2.120628.160318
Idumps/dump.G23E00C-2.120628.175942
Idumps/dump.G2IEM0C-2.120629.112910
Idumps/dump.G23E00C-2.120629.130339

CenmiGad

Idumpsiendd.trc
Idumpsiethernet.G2Z3E00C-2.trc
Idumpsiimm_service.log
Idumpsiimm_service.log.1.gz

Idumpsiimm_service.log.10.gz -

Showing 36 files | Selecting 1 file

L e TR R R T — el — S —
Figure 5-67 Download / Delete options of the Actions button

Delete option: When the Delete option is not available, the file cannot be deleted because
it is a file being used by the system.
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At the upper right of the window, there is a Node option that can be used to show node
canister 1 or 2 log files (Figure 5-68).

IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Settings > Support ¥

[o Download Support Package ] CIMOM Logging Level: |Low -

i= Actions ¥ n @, | Filter

Idumps/G23E00C1.tre k =
Idumps/G23E00C-1.tre.old

idumps/dump.G23E00C-1.120625.171634
idumps/dump.G23E00C-1.120625.182600
Idumps/dump.G23E00C-1.120625.192921

m

idumps/dump.G23E00C-1.120626.171843
Idumps/dump.G23E00C-1.120626.172435
Idumps/dump.G23E00C-1.120628.100410
Idumps/dump.G23E00C-1.120628.102044
Idumps/dump.G23E00C-1.120628.104238
Idumps/dump.G23E00C-1.120628.140914
ldumps/dump.G23E00C-1.120628.174753

Idumps/endd.tre
Idumps/ethernet.G23E00C-1.trc

Idumps/imm_service.log

CeoDRehad

idumps/imm_service.log.1.0z
Idumps/imm_service.log.10.gz
Idumps/imm_service.log.2.0z
Idumps/imm_service.log.3.gz

idumps/imm_service.log.4.gz

Showing 34 files | Selecting 1 file
—rloCEid 10T SOTE G Y Iy Y M P —
Figure 5-68 Change the log listing of the Nodes canister
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Clicking Download Support Package opens the window shown in Figure 5-69. This window
provides a number of different options that can be used to collect logs and save state
information from the cluster.

Download Support Package

Select the type of support packaage to download. This package can
be several hundred megabytes.

Standard logs
Standard logs plus one existing statesave
Standard logs plus most recent statesave from each node

Standard logs plus new statesaves

eDownload Cancel

Figure 5-69 Download a support package

Clicking Download generates the support package shown in Figure 5-70.

Generating the support package to your system. This will take a while.

& Running Command...

« Details

The task has started. 14.28
Running command: 14.28
sve snap guisl

Figure 5-70 Generate a Support Package
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Click Save File and then Save to save a copy of the package (Figure 5-71).

IBM Flex System V7000 Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Settings > Support v

0% of ...p.G23E00C-1.120706.142945.tgz frol 9.3]’.117!'.1...| = = ‘ .
|°Dawnload Support g i ML CIMOM Logging Level: |Low -

Looking for individual log files? Show ful

Getting File Information:
. 23E00C-1.120706.142945.tgz from 8.37.117.130

) s N
Estmatedtme et " pownload ==
Download to:
Transfer rate:

Do want to open or save this file?
Close this dialog box Lt ° or s e

@ MName: snap.G2Z3E00C-1.120706.142945.tg7
Type: WinRAR archive
From: 9.37.117.130

[ Open ][ Save ]I Canecel I

A YTTT

l-‘ WWhile files from the Intemet can be useful, some filee can potertially
ham your computer. f you do not trust the source, do not open or
save this file. What's the ngk?

D TR TE R ing Toske 3 B
Figure 5-71 Save the Support Package

The downloaded support package is now ready for analysis, which is part of how IBM Support
deals with troubleshooting on IBM Flex System V7000 Storage Node and similar IBM storage
virtualization products.
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5.9.5 General menu

In this option, we can set the time and date for the cluster, enter licensing details if needed,
and perform software upgrades for the cluster.

Clicking the General option opens the window shown in Figure 5-72. This window provides
options to set the date and time, update the software licensing levels, upgrade the firmware,
and set GUI preferences.

IBM Flex System V7000 S Welcome, superuser Legal | Logout | Help

FlexSystem_V7000 > Settings > General ¥

Update License

@ Date and Time The endosure license already includes virtualization of internal Serial Attached SCSI (SAS)
drives on your system. The total amounts for yvour system or systems must not exceed the
| total capacity authorization that you have obtained from IBM.
5 Licensing . .
5 e Set License Options

External Virtualization Limit

@ Upgrade Software 10 enclosures

Remote-Copy Limit

=
=)
=]

- enclosures
u:\;:"‘ GUI Preferences 20

Real-time Compression Limit

20 enclosures

— i LI T R ing Tasks (3 B

Figure 5-72 General menu showing licensing
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Basic volume and host
configuration

This chapter describes the steps involved in how to use IBM Flex System V7000 Storage
Node to create a volume and map a volume to a host to access it. A volume is a logical disk
on IBM Flex System V7000 Storage Node that is provisioned out of a storage pool and is
recognized by a host with an identifier UID field and a parameter list:

» The first part of this chapter describes how to create the different types of volumes on IBM
Flex System V7000 Storage Node.

» The second part of this chapter explains how to map volumes to the attached hosts.
» Finally, the last part of