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Highlights

Businesses and organizations are 
expected to deliver up-to-date 
applications faster and more often than 
ever before. Meeting these expectations 
requires rapid dynamic development 
cycles and the confidence of knowing 
new and existing services are both 
secure and can sustain high availability, 
scalability, and performance.

This IBM Redbooks® Point-of-View 
publication shows the value of blending 
open source technologies and platform 
capabilities from initial conception 
through service delivery.
Delivering new services to your 
clients quickly and frequently

The emergence of the application programming interface (API) 
and app economy, smartphones, and other digital devices are 
forcing businesses and organizations to establish environments 
where reliable applications can be released faster and more 
frequently to the market. And new demands on IT are increasing 
daily. IT managers often have to make choices about how to 
meet service-driven deadlines while also:

� Prioritizing the needs of the development community for the 
latest open source tools, languages, and runtimes.

� Ensuring operational requirements for performance, 
availability, and security are satisfied.

� Assessing the impact on the user experience throughout the 
development and implementation phases.

Traditional software delivery practices are insufficient in 
achieving these goals. Instead, agile and lean principles are 
replacing existing development and deployment methods. At the 
core of these principles, wasted effort is eliminated by breaking 
down artificial barriers between application developers, testers, 
and IT operations. With this, comes a more aggressive 
service-driven approach called DevOps.

The DevOps approach is multi-platform, and the principles are 
the same whether the application runs on a virtual machine, in a 
clustered environment, or in the cloud. This approach can be 
applied to any development effort, from enterprise applications 
such as back-end banking systems, to more client facing 
products, such as smartphone apps. The DevOps approach 
allows for applications to be built, tested, and deployed in rapid 
cycles that are aimed at delivering continuous, incremental 
improvements. This fast-paced approach puts new demands on 
the IT infrastructure, especially the platform.

To be effective, DevOps requires a highly virtualized 
environment that provides developers, testers and deployers 
with the resources at their finger tips. The software tooling must 
be simple to use and effective. Open source technologies is 
collective power in action and provides tooling to assist with the 
rapid development, testing, and deployment of modern 
applications. In addition, there must be an operational layer of 
tools to deploy applications and to manage multiple 
environments. The IT platform must provide:

� Immediate provisioning of build, test and deploy 
environments

� High levels of integrated hardware and software virtualization 
to meet fluctuating demands
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� Shorter paths to resources for improved performance
� A consistent securable method of protecting resources and data
� Resource management to share components across the entire service life cycle
� The ability to analyze data real-time

The right blending and balance of open source technologies, ISV tools, and IT platform is key to enable businesses 
and organizations to deliver change at a much quicker pace. And IBM® has created an ecosystem of clients, 
business partners, and ISVs who are engaging in an open source development community to bring the most 
important and most sought-after foundational open source technologies to its IT platforms. In addition, IBM is a 
member of many open-standard organizations and software governance consortia that help to shape the future of 
open source software. 

Open source and platform blending

The complementary blending of a robust and securable hardware platform with the power of a Linux distribution 
can optimize the building, testing, and deploying of modern applications and is positioned to accommodate 
scale-out clusters and scalable clouds.

Ubuntu is a supported open source software Linux distribution that includes access to a wide range of software and 
packages to provide the appropriate tooling for the build, test, and deploy environments. 

IBM LinuxONE is a platform that is designed for open source applications. It provides both upward and outward 
scaling, unparalleled levels of virtualization, and a large number of processing units, including specialized 
processors for cryptography, I/O, and performance related functions.

Blending the Ubuntu with LinuxONE can provide the following benefits:

� Speed to market 
� Automated management and control of services
� Security layers to protect firmware, software, and data
� Availability, performance, and scalability of environments

Developers can access the virtual environments they need to build, test and deploy their applications. Each virtual 
environment can be provisioned to meet specific needs in minutes as opposed to days or weeks, as illustrated in 
Figure 1.

Figure 1   Developer access to environments
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Speed to market with Ubuntu and LinuxONE

Businesses and organizations now require a broad range of services to meet the opportunities that are made 
possible through digital devices and open source applications to provide important services to customers, partners, 
and employees. The delivery time is crucial. Being second is a harder pill to swallow in a rapidly changing market of 
consumer expectations.

Ubuntu with LinuxONE can supply enablers to open up new opportunities, such as:

� Fast provisioning of virtual machines and on premises cloud environments for:

– Agile single and parallel development containers
– Multiple testing containers
– Pre-production operational quality check
– User training containers
– Operational integration
– Customer support
– Test driving new technologies

� API exploitation 

– Easy to consume APIs
– Full conversant with REST APIs

� Choice of integrated tooling

Open Source tooling is available across the build, test, and deploy environments.

Open source service orchestration
The speed and agility of resource provisioning is key to efficient DevOps. Projects that suffer delays waiting for 
hardware acquisition, software tooling, or set up of resources are not an option. These types of delays are 
unacceptable if agile iterations are to be met. Virtual machines and clouds must be readily available—and be easily 
modified—if projects are to deliver at speed to market.

A diverse and growing ecosystem enables developers to choose from a broad collection of tools to build 
applications and solutions and be confident the physical platform will support their choice of tools.

Tools such as Ubuntu Juju enable the deployment of entire workloads in just a few clicks. Juju works on public and 
private clouds built with OpenStack. Services can be configured and managed using Juju and deployed to public 
and private clouds with only a few commands. Hundreds of pre-configured services are available in the Juju store 
to save time and effort on implementing a service deployment. It’s a matter of choosing how many nodes the new 
service needs and then applying a pre-written charm to create the deployment. (Charms are sets of scripts that 
simplify the deployment and management tasks of specific services) As the needs change, the flexibility to monitor, 
scale, and adjust deployment parameters in real time is available, and when a service deployment is no longer 
required, Juju can remove it.

Continuous delivery for DevOps
The fast moving world of open source brings new applications and APIs daily. The challenge is to capture new and 
relevant offerings but to maintain the integrity and security of applications, APIs, and data at the same time. Ubuntu 
is frequently updated to keep pace with the fast moving open source community and potentially to offer further 
possibilities for optimizing development practices and service deployment.

Quality of service
Fast development and high performance require both the software and the platform to be available. Strong 
virtualization is the key to providing and sustaining the availability of robust production environments and 
ever-changing development environments. The open source software must complement the platform’s capabilities 
to achieve the demands on availability, scalability, and performance. LinuxONE is designed to accommodate all of 
these aspects.
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Automated management and control of services

LinuxONE complements Ubuntu in meeting the DevOps approach through a highly virtualized environment that 
supports individual virtual machines, clustered nodes, and public, private, or hybrid clouds.

As shown in Figure 2, each layer of virtualization provides a level of flexibility that developers and testers use to 
deliver their applications quickly to market. The virtualized environments reduce the amount of physical resources 
necessary to connect multiple virtual machines, or nodes, and their associated resources.

Figure 2   Virtualized environments
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Software hypervisor
In addition to the virtualization at the hardware level there is an addional level of virtualization. The kernel-based 
virtual machine (KVM) is a software virtualization technology that enriches the LinuxONE hardware virtualization 
support. KVM runs in an LPAR and can schedule tasks, dispatch processing units, manage the allocated memory, 
and interact with I/O devices (storage and network) via PR/SM. 

KVM creates Ubuntu instances as processes to provide I/O device emulation and device virtualization inside the 
Ubuntu instance. Table 1 summarizes KVM on LinuxONE key features.

Table 1   KVM on LinuxONE key features

Performance
Priorities can be assigned to LPARs with various weighting factors to achieve the right balance of resources at the 
right time in the right LPAR. Hypervisors can provide more granular performance control of Ubuntu instances. In 
addition to the standard processing units, LinuxONE includes dedicated processors for handling I/O, thus 
enhancing performance by allowing the standard processing units to continue work during I/O operations.

Applications deployed on LinuxONE can be designed to use simultaneous multithreading (SMT) to increase 
processing efficiency and throughput. Single-instruction, multiple-data (SIMD) encourages further performance 
enhancements in analytics where information is key to be predictive, real-time, or within a time period that provides 
the best insight for the application.

Network connectivity enters the LinuxONE platform physically but can then be securely directed to virtual 
environments making high use of the virtualization and minimizing physical paths from virtual machine to virtual 
machine and from LPAR to LPAR. A Hardware Management Console (HMC) is available to configure the platform.

Feature Benefit

KVM hypervisor Supports running multiple Ubuntu instances on a single LPAR

CPU sharing Allows for the sharing of CPU resources by Ubuntu instances

I/O sharing Enables the sharing of I/O resources among Ubuntu instances

Memory and CPU over-commitment Supports the over commitment of CPU, memory, swapping and 
inactive memory

Live virtual machine relocation Enables workload migration with minimal impact

Dynamic addition and deletion of virtual I/O devices Reduces downtime to modify I/O device configurations for Ubuntu 
instances

Thin-provisioned virtual machines Allows for copy-on-write virtual disks to save storage

Hypervisor performance management Supports policy based, goal orientated management and monitoring 
of virtual CPU resources

Installation and configuration tools Tools available to configure KVM for LinuxONE

Transactional execution use Provides improved performance for running multi-threaded 
applications

Note: PR/SM can be used to allocate memory to LPARs. KVM can then be used to overcommit memory to the 
virtual machines running in the LPAR in much the same way as a processing unit might be used to maintain 
integrity and security.
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Figure 3 illustrates the LinuxONE storage and network connections.

Figure 3   Storage and network connections
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Security layers

LinuxONE can be configured to isolate or share data at different levels. Isolation can occur at different levels, such 
as the application, operating system, and hypervisor level.

Cryptography
The option to fully encrypt data is available by using dedicated cryptographic processors. These cryptographic 
processors are additional to the standard processing units that process the applications, thus gaining valuable 
performance throughput by off loading the encryption tasks onto these specialized cryptographic processors.

Architectural expansion, compatibility, and longevity

The architecture must allow for changes in both the hardware and software to continue meeting rapidly changing 
needs. If the hardware and software components reach functional saturation then the architecture itself must 
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expand (not change) to allow the hardware and software to grow and still be compatible with previous iterations and 
deployments. LinuxONE is founded on a solid and proven architecture.

What’s next: How IBM can help

Register with the IBM LinuxONE Community Cloud for access to lots more resources and give it a try! Simply go to: 

http://www.ibm.com/Linuxone/try 

Figure 4 shows to IBM LinuxONE Community Cloud welcome screen.

Figure 4   IBM LinuxONE Community Cloud

Resources for more information

For more information about the concepts highlighted in the paper, see the following resources:

� IBM LinuxONE

http://www.ibm.com/LinuxONE/Ubuntu

� IBM KVM for z Systems

http://www.ibm.com/systems/z/solutions/virtualization/kvm/

� Ubuntu

http://www.ubuntu.com

� JuJu

http://www.ubuntu.com/cloud/juju

� IBM LinuxONE Juju blog

http://insights.ubuntu.com/2016/01/28/ibm-linuxone-gets-its-juju/
7

http://www.ibm.com/Linuxone/try


8 Speed to Market with Open Source



Notices

This information was developed for products and services offered in the US. This material might be available 
from IBM in other languages. However, you may be required to own a copy of the product or product version in 
that language in order to access it. 

IBM may not offer the products, services, or features discussed in this document in other countries. Consult 
your local IBM representative for information on the products and services currently available in your area. Any 
reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, 
program, or service may be used. Any functionally equivalent product, program, or service that does not 
infringe any IBM intellectual property right may be used instead. However, it is the user's responsibility to 
evaluate and verify the operation of any non-IBM product, program, or service. 

IBM may have patents or pending patent applications covering subject matter described in this document. The 
furnishing of this document does not grant you any license to these patents. You can send license inquiries, in 
writing, to:
IBM Director of Licensing, IBM Corporation, North Castle Drive, MD-NC119, Armonk, NY 10504-1785, US 

INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES THIS PUBLICATION “AS IS” 
WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED 
TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A 
PARTICULAR PURPOSE. Some jurisdictions do not allow disclaimer of express or implied warranties in 
certain transactions, therefore, this statement may not apply to you. 

This information could include technical inaccuracies or typographical errors. Changes are periodically made 
to the information herein; these changes will be incorporated in new editions of the publication. IBM may make 
improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time 
without notice. 

Any references in this information to non-IBM websites are provided for convenience only and do not in any 
manner serve as an endorsement of those websites. The materials at those websites are not part of the 
materials for this IBM product and use of those websites is at your own risk. 

IBM may use or distribute any of the information you provide in any way it believes appropriate without 
incurring any obligation to you. 

The performance data and client examples cited are presented for illustrative purposes only. Actual 
performance results may vary depending on specific configurations and operating conditions. 

Information concerning non-IBM products was obtained from the suppliers of those products, their published 
announcements or other publicly available sources. IBM has not tested those products and cannot confirm the 
accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the 
capabilities of non-IBM products should be addressed to the suppliers of those products. 

Statements regarding IBM's future direction or intent are subject to change or withdrawal without notice, and 
represent goals and objectives only. 

This information contains examples of data and reports used in daily business operations. To illustrate them 
as completely as possible, the examples include the names of individuals, companies, brands, and products. 
All of these names are fictitious and any similarity to actual people or business enterprises is entirely 
coincidental. 

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrate programming 
techniques on various operating platforms. You may copy, modify, and distribute these sample programs in 
any form without payment to IBM, for the purposes of developing, using, marketing or distributing application 
programs conforming to the application programming interface for the operating platform for which the sample 
programs are written. These examples have not been thoroughly tested under all conditions. IBM, therefore, 
cannot guarantee or imply reliability, serviceability, or function of these programs. The sample programs are 
provided “AS IS”, without warranty of any kind. IBM shall not be liable for any damages arising out of your use 
of the sample programs. 
© Copyright IBM Corp. 2016. All rights reserved. 9



Trademarks

IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of International Business Machines 
Corporation, registered in many jurisdictions worldwide. Other product and service names might be 
trademarks of IBM or other companies. A current list of IBM trademarks is available on the web at “Copyright 
and trademark information” at http://www.ibm.com/legal/copytrade.shtml 

The following terms are trademarks or registered trademarks of International Business Machines Corporation, 
and might also be trademarks or registered trademarks in other countries. 

IBM®
IBM LinuxONE™
PR/SM™

Processor Resource/Systems 
Manager™

Redbooks®

Redbooks (logo) ®
z Systems™

The following terms are trademarks of other companies:

 is a trademark or registered trademark of Ustream, Inc., an IBM Company.

Linux is a trademark of Linus Torvalds in the United States, other countries, or both.

Other company, product, or service names may be trademarks or service marks of others. 
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