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Preface

The success or failure of businesses often depends on how well organizations use their data
assets for competitive advantage. Deeper insights from data require better information
technology.

As organizations modernize their IT infrastructure to boost innovation rather than limit it, they
need a data storage system that can keep pace with highly virtualized environments, cloud
computing, mobile and social systems of engagement, and in-depth, real-time analytics.

Making the correct decision on storage investment is critical. Organizations must have
enough storage performance and agility to innovate as they need to implement cloud-based
IT services, deploy virtual desktop infrastructure, enhance fraud detection, and use new
analytics capabilities. At the same time, future storage investments must lower IT
infrastructure costs while helping organizations to derive the greatest possible value from
their data assets.

The IBM® FlashSystem V9000 is the premier, fully integrated, Tier 1, all-flash offering from
IBM. It has changed the economics of today’s data center by eliminating storage bottlenecks.
Its software-defined storage features simplify data management, improve data security, and
preserve your investments in storage. The IBM FlashSystem® V9000 SAS expansion
enclosures provide new tiering options with read-intensive SSDs or nearline SAS HDDs.

IBM FlashSystem V9000 includes IBM FlashCore® technology and advanced
software-defined storage available in one solution in a compact 6U form factor. IBM
FlashSystem V9000 improves business application availability. It delivers greater resource
utilization so you can get the most from your storage resources, and achieve a simpler, more
scalable, and cost-efficient IT Infrastructure.

This IBM Redbooks® publication provides information about IBM FlashSystem V9000
Software V7.7 and introduces the recently announced V7.8. It describes the product
architecture, software, hardware, and implementation, and provides hints and tips. It
illustrates use cases and independent software vendor (ISV) scenarios that demonstrate
real-world solutions, and also provides examples of the benefits gained by integrating the IBM
FlashSystem storage into business environments.

Using IBM FlashSystem V9000 software functions, management tools, and interoperability
combines the performance of IBM FlashSystem architecture with the advanced functions of
software-defined storage to deliver performance, efficiency, and functions that meet the
needs of enterprise workloads that demand IBM MicroLatency® response time.

This book offers IBM FlashSystem V9000 scalability concepts and guidelines for planning,
installing, and configuring, which can help environments scale up and out to add more flash
capacity and expand virtualized systems. Port utilization methodologies are provided to help
you maximize the full potential of IBM FlashSystem V9000 performance and low latency in
your scalable environment.

This book is intended for pre-sales and post-sales technical support professionals, storage
administrators, and anyone who wants to understand how to implement this exciting
technology.
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IBM Spectrum Control family

XVi

The following IBM Spectrum™ Storage family of offerings are described and referenced
throughout this book. The IBM Spectrum Family consists of the following products:

>

IBM Spectrum Accelerate™ offers grid-scale block storage with rapid deployment that
helps speed delivery of data across an enterprise, and adds extreme flexibility to cloud
deployments.

For more information about IBM Spectrum Accelerate, see the following web page:
http://www.ibm.com/systems/storage/spectrum/accelerate/

IBM Spectrum Scale™ is flash-accelerated, industrial strength, highly scalable
software-defined storage that enables global shared access to data, with extreme
scalability and agility for cloud and analytics.

For more information about IBM Spectrum Scale, see the following web page:
http://www.ibm.com/systems/storage/spectrum/scale/

IBM Spectrum Virtualize™ software is at the heart of IBM SAN Volume Controller and the
IBM Storwize® family. It enables these systems to deliver industry-leading virtualization
that enhances storage to improve resource utilization and productivity. It also streamlines
deployment for a simpler, more responsive, scalable, and cost-efficient IT infrastructure.

For details about IBM Spectrum Virtualize and IBM SAN Volume Controller see the
following web page:

http://www.ibm.com/systems/storage/software/virtualization/svc/

IBM Spectrum Protect™ enables reliable, efficient data protection and resiliency, and
advanced data backup and data recovery, for software-defined, virtual, physical, and cloud
environments, core applications, and remote facilities.

For more information about IBM Spectrum Protect, see the following web page:
http://www.ibm.com/systems/storage/spectrum/protect/

IBM Spectrum Control™ provides efficient infrastructure management for virtualized,
cloud, and software-defined storage to simplify and automate storage provisioning,
capacity management, availability monitoring, and reporting.

For more information about IBM Spectrum Control, see the following web page:
http://www.ibm.com/systems/storage/spectrum/control/

IBM Spectrum Archive™ enables you to automatically move infrequently accessed data
from disk to tape to lower costs while retaining ease of use, and without the need for
proprietary tape applications.

For more information about IBM Spectrum Archive, see the following web page:
http://www.ibm.com/systems/storage/tape/1tfs/

IBM Spectrum Control Storage Insights enables you to optimize storage environments
with analytics-driven insights delivered in the cloud within as little as 30 minutes.

For more information about IBM Spectrum Control Storage Insights, see this web page:

http://www.ibm.com/systems/storage/spectrum/insights/

Note: For details about the entire IBM Spectrum Storage™ family, see this web page:

http://www.ibm.com/systems/storage/spectrum/
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Summary of changes

This section describes the technical changes made in this edition of the book. This edition
might also include minor corrections and editorial changes that are not identified.

Summary of Changes

for SG24-8273-02

for Introducing and Implementing IBM FlashSystem V9000
as created or updated on December 28, 2016.

December 2016, Third Edition

This revision includes enhancements introduced in IBM FlashSystem V9000 V7.7.1. All
chapters were reviewed for currency and new features were added as appropriate.

At the time of writing, IBM FlashSystem V9000 Version 7.8 was not yet available. The authors
included information about Version 7.8 whenever possible but the scenarios in this book were
developed using IBM FlashSystem V9000 Version 7.1.
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IBM FlashSystem V9000
introduction

This chapter introduces the IBM FlashSystem V9000 storage system and its core values,
benefits, and technological advantages.

This chapter includes the following topics:

IBM FlashSystem V9000 storage overview
Why flash matters

IBM FlashSystem family: Product differentiation
IBM FlashSystem V9000: IBM Tier 1 storage
IBM FlashCore technology

Architectural design overview

Advanced software features

IBM HyperSwap

Transparent cloud tiering (V7.8)

Licensing

VVYVYVYYVYVYVYYVYY
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1.1 IBM FlashSystem V9000 storage overview

2

The IBM FlashSystem V9000, shown in Figure 1-1, delivers high capacity and fully integrated
management for the enterprise data center. IBM FlashSystem V9000 uses a fully featured
and scalable all-flash architecture that performs at up to 3.0 million input/output operations
per second (IOPS) with IBM MicroLatency, is scalable to 68 gigabytes per second (GBps),
and delivers an effective flash capacity of up to 2.28 petabytes (PB).

Figure 1-1 IBM FlashSystem V9000

Beyond its base all-flash architecture, the IBM FlashSystem V9000 also addresses tiered
capabilities as described below, while not losing its focus on full integration.

With the release of IBM FlashSystem V9000 Software V7.8, extra functions and features are
available, including support for new and more powerful IBM FlashSystem V9000 Control
Enclosure Model AC3 and new SAS-based small form factor (SFF) and large form factor
(LFF) storage enclosures, providing a mixture of nearline SAS hard disk drives (HDDs) and
flash managed disks (MDisks) in a pool, which can be used for IBM Easy Tier®.

Up to 20 serial-attached SCSI (SAS) expansion enclosures are supported per IBM
FlashSystem V9000 controller pair, providing up to 240 drives with expansion enclosure
Model 12F, and up to 480 drives with expansion enclosure Model 24F.

The new IBM FlashSystem V9000 LFF expansion enclosure Model 92F supports up to 92
drives per enclosure, with a mixture of HDD and SSD drives in various capacities.

Using its flash-optimized design, IBM FlashSystem V9000 can provide response times of 180
microseconds. It delivers better acquisition costs than a high-performance spinning disk for
the same effective capacity while achieving five times the performance, making it ideal for
environments that demand extreme performance.

The new IBM FlashSystem V9000 LFF expansion enclosure Model 12F offers new tiering
options with 8 TB or 10 TB nearline SAS hard disk drives (HDDs).

The new IBM FlashSystem V9000 SFF expansion enclosure Model 24F offers new tiering
options with low-cost solid-state drives (SSDs).
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Figure 1-2 shows IBM FlashSystem V9000 expansion enclosure Model 12F.

Figure 1-2 IBM FlashSystem V9000 expansion enclosure Model 12F

Figure 1-3 shows IBM FlashSystem V9000 expansion enclosure Model 24F.

Figure 1-3 IBM FlashSystem V9000 expansion enclosure Model 24F

Figure 1-4 shows IBM FlashSystem V9000 expansion enclosure Model 92F.
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Figure 1-4 IBM FlashSystem V9000 expansion enclosure Model 92F

With IBM Real-time Compression™ technology, IBM FlashSystem V9000 further extends the
economic value of all-flash systems. IBM FlashSystem V9000 provides up to two times the
improvement in Real-time Compression over the model it is replacing. Using the optional
Real-time Compression and other design elements, IBM FlashSystem V9000 provides up to
57 terabtyes (TB) usable flash capacity, and up to 285 TB effective flash capacity in only 6U.
This scales to 456 TB usable flash capacity and up to 2.28 PB effective flash capacity in only
34U.
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The addition of the new IBM FlashSystem V9000 expansion enclosures offers these features:
» SAS LFF and SFF expansion enclosures

Up to 20 expansion enclosures, (up to 80 in total) with twelve 3.5-inch HDDs or twenty-four
2.5-inch flash drives (SSDs) per enclosure:

— Up to 120 TB per enclosure and a total of 9.6 PB raw capacity using nearline HDDs
— Up to 367 TB per enclosure and a total of 29.4 PB raw capacity using SSDs

» SAS high-density (HD) expansion enclosures

Up to eight are supported per IBM FlashSystem V9000 controller pair (up to 32 in total),
providing up to 92 drives (HDD or SSD mixed) per enclosure:

— Up to 920 TB per enclosure and a total of 29.4 PB raw capacity using nearline HDDs
— Upto 1.4 PB per enclosure and a total of 32 PB raw capacity using SSDs

IBM FlashSystem V9000 delivers enterprise-class advanced storage capabilities, including
these among others:

v

IBM Real-time Compression Accelerators
IBM Easy Tier

Thin provisioning

Copy services

Data virtualization

IBM HyperSwap® Split-Clusters

Highly available configurations

N_Port ID Virtualization (NPIV) support
Distributed redundant array of independent disks (DRAID) Component in Doubt (CID)
iISCSI virtualization support

SKLM Encryption support (at code level 7.8)
Transparent Cloud Tiering (at code level 7.8)

VVYVYYYYVYVYVYYVYY

Advanced data services that are provided include copy services, mirroring, replication,
external virtualization, IBM HyperSwap capabilities, Microsoft Offloaded Data Transfer
(ODX)-capable features, and VMware vSphere Storage application programming interfaces
(APIs) Array Integration (VAAI) support.

Host interface support includes 8 gigabit (Gb) and 16 Gb Fibre Channel (FC), and 10 Gb
Fibre Channel over Ethernet (FCoE) or Internet Small Computer System Interface (iSCSI).
Advanced Encryption Standard (AES) 256 hardware-based encryption adds to the rich
feature set.

Note: The AC3 control enclosure supports only the 16 Gb 4-port Fibre Channel adapter,
however it can negotiate down to both 8 Gb and 4 Gb, so this book uses the reference
“16/8/4” to indicate that the three speeds are supported by this adapter.

IBM FlashSystem V9000, including its IBM MicroLatency module (flash modules), is covered
by up to seven years of total hardware support through the applicable warranty period.
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1.2 Why flash matters

Flash is a vibrant and fast growing technology. Clients are looking to solve data center
problems, optimize applications, reduce costs, and grow their businesses.

Here are several reasons why flash is a must in every data center, and why an IBM
FlashSystem changes storage economics:

» Reduces application and server licensing costs, especially those related to databases and
virtualization solutions.

» Improves application efficiency, that is, an application’s ability to process, analyze, and
manipulate more information, faster.

» Improves server efficiency. Helps you get more out of your existing processors, use less
random access memory (RAM) per server, and consolidate operations by having server
resources spend more time processing data as opposed to waiting for data.

» Improves storage operations. Helps eliminate costly application tuning, wasted developer
cycles, storage array hot spots, array tuning, and complex troubleshooting. Decreases
floor space usage and energy consumption by improving overall storage environment
performance.

» Enhances performance for critical applications by providing the lowest latency in the
market.

Almost all technological components in the data center are getting faster, including central
processing units, network, storage area networks (SANs), and memory. All of them have
improved their speeds by a minimum of 10x; some of them by 100 times (100x), such as data
networks. However, spinning disk has only increased its performance 1.2x.

The IBM FlashSystem V9000 provides benefits that include a better user experience, server
and application consolidation, development cycle reduction, application scalability, data
center footprint savings, and improved price performance economics.

Flash improves the performance of applications that are critical to the user experience, such
as market analytics and research applications, trading and data analysis interfaces,
simulation, modeling, rendering, and so on. Server and application consolidation is possible
because of the increased process utilization resulting from the low latency of flash memory;,
which enables a server to load more users, more databases, and more applications. Flash
provides or gives back time for further processing within the existing resources of such
servers. Clients soon realize that there is no need to acquire or expand server resources as
often or as soon as was previously expected.

Development cycle reduction is possible because developers spend less time designing an
application to work around the inefficiencies of HDDs and less time tuning for performance.

Data center footprint savings are realized due to the high density and high performance of the
IBM flash solutions, these systems are replacing racks and cabinet bays of spinning HDDs.
Reducing the data center footprint also translates into power and cooling savings, making
flash one of the greenest technologies for the data center.

Improved price: Performance economics are because of the low cost for performance
value from the IBM FlashSystem. The cost savings result from deploying fewer storage
enclosures, fewer disk drives, fewer servers with fewer processors, and less RAM while
using less power, space, cooling and fewer processor licenses. Flash is one of the best
tools for the data center manager for improving data center economics.
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1.3 IBM FlashSystem family: Product differentiation

6

Flash is used widely in the data center, either within a server (Peripheral Component
Interconnect Express (PCle) cards or internal SSDs), in storage arrays (hybrid or all-flash),
appliances, or platform solutions (hardware, software, and network). Flash can be used as
cache or as a data tier. Because of the vast and wide adoption of flash, several flash
architectures and, therefore, criteria can be applied to compare flash options. See Figure 1-5.

* HW-based versus SW-based architecture
* Purposed-built for flash or not?
* Flash chip choices

* Data protection schemes HW-only 0ata peth {ieweces et aee
* Scalability, reliability, availability FPGA ———
* Metheod of deployment

* Functionality and features

* Hybrid or all flash High-Capaclty
* And yes... latency!

IBM FlashSystem
Server-Side Flash /
HW-Based Flash Array

Hybrid Array
Disk Arrays High-Performanco
i SR

Figure 1-5 The various deployments of flash

Most storage vendors manufacture and market some type of flash memory system. The
difference is how it is implemented, and the effect that such implementation has on the
economics (cost reduction and revenue generation) for clients.

Flash technology is used to eliminate the storage performance bottleneck. The IBM
FlashSystem family is a key shared-storage market leader and provides extremely low
latency and consistent response times. It is designed and purpose-built specifically to
harness what flash technology has to offer.

Some other vendors create flash appliances based on commodity server platforms and use
software-heavy stack. Also, they use hardware technologies designed and created for disk,
not flash. Others have designed their products using hybrid arrays combining existing storage
designs, spinning HDDs, and SSD. The IBM storage portfolio includes SSD and flash on a
variety of storage platforms; however, these alternative solutions do not have the same low
latency (MicroLatency) as the hardware-accelerated IBM FlashSystem.

IBM FlashSystem family versus SSD-based storage arrays

Flash memory technologies appeared in the traditional storage systems some time ago.
These SSD-based storage arrays help to successfully address the challenge of increasing
I/Os per second (IOPS) needed by applications, and the demand for lower response times in
particular tasks. An implementation example is the IBM Easy Tier technology. For an
overview of this technology, see 3.2.1, “IBM Easy Tier” on page 99.

However, these technologies typically rely on flash in the format of Fibre Channel (FC),
serial-attached SCSI (SAS), or Serial Advanced Technology Attachment (SATA) disks, placed
in the same storage system as traditional spinning disks, and using the same resources and
data paths. This approach can limit the advantages of flash technology because of the
limitations of traditional disk storage systems.
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However, SAS attached storage is still advantageous under the control of the IBM
FlashSystem V9000 and can be considered as a good second tier level of storage in this
environment.

IBM FlashSystem storage provides a hardware-only data path that realizes all of the
potential of flash memory. These systems differ from traditional storage systems, both in
the technology and usage.

An SSD device with an HDD disk form factor has flash memory that is put into a carrier or tray.
This carrier is inserted into an array, such as an HDD. The speed of storage access is limited
by the following technology because it adds latency and cannot keep pace with flash
technology:

Array controllers and software layers
SAS controllers and shared bus
Tiering and shared data path

Form factor enclosure

vyvyyy

IBM FlashSystem purpose-built MicroLatency modules are fast and efficient, designed using
hardware-only data path technology that has a minimum number of software layers. Using
this technology, IBM implements a mostly firmware component data path, and management
software that is separated from the data path enabling the lowest latency modules on

the market.

The only other family of products with hardware-only access to flash technology is the PCI
Express (PCle) flash product family, where products are installed into a dedicated server.
With the appearance of the IBM FlashSystem, the benefits of PCle flash products to a single
server can now be shared by many servers.

1.4 IBM FlashSystem V9000: IBM Tier 1 storage

The market for all-flash arrays is saturated with products aiming to replace enterprise storage
arrays but consistently failing to deliver the breadth of data lifecycle, storage services, or the
scalability delivered by incumbent solutions. Alternatively, hybrid arrays loaded with storage
services consistently lack the low latency and performance scalability delivered by all-flash
arrays.

The IBM FlashSystem V9000 merges IBM software-defined storage with the scalable
performance of IBM FlashSystem storage to accelerate critical business applications

and decrease data center costs simultaneously. As a result, your organization can gain a
competitive advantage through a more flexible, responsive, and efficient storage environment.
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The IBM FlashSystem V9000 provides a true paradigm shift in enterprise storage. Powered
by IBM FlashCore Technology, IBM FlashSystem V9000 provides three dimensions of value,
as shown in Figure 1-6.

» Versatile performance
» Enduring economics
» Agile integration

Versatile
Performance

Enduring

‘Economics

Agile
Integration

Figure 1-6 IBM FlashSystem V9000 dimensions of value

Versatile performance

IBM FlashSystem V9000 has the following versatile performance attributes:

Scale-up or scale-out, independently
Scalable to 3 million IOPS

Scalable to 68 GBps bandwidth
Sustained IBM MicroLatency

Quality of service

Faster applications

vVvyYvyvyYYyvyy

Enduring economics
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IBM FlashSystem V9000 provides the following enduring economics attributes:

Scalable to 2.2 PB effective capacity using native flash storage

Expandable with up to 480 low-cost SSDs

Expandable with up to 240 high capacity nearline drives

Flash for less than the cost of disk with IBM Real-time Compression

Low power and cooling requirements

Virtualized storage

Flash wear warranty

Infrastructure continuity with space efficient snapshots, cloning, and replication

vyVVyVYyVYVYYVYYvYYyY
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Agile integration

IBM FlashSystem V9000 has the following agile characteristics:

vyVVyVYyVYVYYVYY

By accelerating applications, both physical and virtual, IBM FlashSystem V9000 can help
organizations reduce costs, increase revenue, and improve customer satisfaction for all
types of applications, including the following categories:

»

»
»
»
»

Fully integrated system management
Application-aware data services

Advanced Encryption Standard (AES), data at rest encryption

Tier or mirror to existing storage
Mixed workload consolidation
Nondisruptive data migrations
Concurrent code load

Transactional

Enterprise resource planning and supply chain management (ERP and SCM)

Big data and analytics
Server and desktop virtualization
Cloud

1.5 IBM FlashCore technology

The IBM FlashCore technology, used in the IBM FlashSystem V9000, employs several new
and patented mechanisms to achieve greater capacity and throughput, at a lower cost than
the previous IBM FlashSystem V840. Figure 1-7 shows the three major areas within IBM

FlashCore technology, and the unique IBM attributes of each one.

IBM FlashCore™ Technology
The DNA of the FlashSystem family

Industry Standard Interface Technology

Powered by
IBM FlashCore™ Technology

Hardware Accelerated /O
IBM MicroLatency ® Module

Advanced Flash Management

Industry Standard IBEM Enhanced
Chip Technology Micron Technology

+ Engineered for Flash

- Hardware RAID

- Non-blocking Crossbar Switch

+ Hardware Only Data Path

+ Single Box Highly Available Architecture
- Concurrent Code Load & Maintenance

IBM Engineered

+ Massively Parallel Design
* FPGAsin the Data Path

Distributed RAM

+ High Speed Interface

.

Line Speed Data at Rest Encryption

+ IBM Variable Stripe RAID™

* IBM Engineered ECC

+ IBM Optimized Overprovisioning
+ Wear Levelling

« Write Buffer & Hardware Offload
- Garbage Collection

Figure 1-7 IBM FlashCore Technology

To learn more about IBM FlashCore technology, visit the following web page:

http://www.ibm.com/systems/storage/flash/900/technology.html

Chapter 1. IBM FlashSystem V9000 introduction
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1.5.1 Hardware accelerated 1/0

IBM FlashSystem V9000 hardware design offers several unique IBM components including
Hardware RAID, Non-blocking Crossbar Switch, Hardware Only Data Path, Single Box Highly
Available Architecture, Concurrent Code Load and Concurrent Maintenance.

1.5.2 IBM MicroLatency module

IBM FlashSystem V9000 uses the new 20 nanometer (nm) multi-level cell (MLC) flash card
memory chips and either 1.2 TB, 2.9 TB, or 5.7 TB capacity IBM MicroLatency modules, as
shown in Figure 1-8. The IBM FlashSystem V9000 design also employs the use of IBM
Engineered Massively Parallel Design, Field Programmable Gate Arrays (FPGAS) in the Data
Path, Distributed RAM, and High-Speed Interfaces plus Hardware-based Data-at-Rest
Encryption.

Figure 1-8 IBM MicroLatency module

1.5.3 Advanced flash management

10

The IBM FlashSystem V9000 has unique patented designs to ensure maximum availability.
These include IBM Variable Stripe RAID™, IBM engineered error correction code (ECC), IBM
Optimized Over-provisioning, Advanced Wear Leveling on IBM MicroLatency modules, Write
Buffer And Hardware Offload, and Garbage Collection. See “Terminology” on page 29.

All this is made possible because of the following IBM patented and world class innovations:

» ECC algorithms that correct very high bit-error rates

» Variable voltage and read level shifting that help to maximize flash endurance

» Health binning and heat segregation, which continually monitor the health of flash blocks
and perform asymmetrical wear leveling and sub-chip tiering

This all results in providing up to 57% improvement in endurance with a potential 45%
reduction in write amplification.
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1.5.4 Flash wear assurance

Through close collaboration between IBM Research, software development, and flash
engineering, IBM created an advanced flash characterization platform to test thousands
of flash devices over a lifetime of wear.

As a result, IBM has made major strides in advanced flash management. This improves MLC
flash endurance 9x over standard implementations, and provides enterprise reliability and
performance with IBM MicroLatency.

The IBM FlashSystem V9000, including its IBM MicroLatency modules, is covered by up to
seven years of total hardware support through the applicable warranty period plus up to six
years of optional post-warranty hardware maintenance. Clients can purchase the
post-warranty hardware maintenance either at the time of system purchase or up until IBM
announces withdrawal from marketing or withdrawal from service.

1.6 Architectural design overview

This section provides an overview of the IBM FlashSystem V9000 architecture.

1.6.1 IBM FlashSystem V9000 building blocks

The IBM FlashSystem V9000 consists of two control enclosures, (either two model AC2 or
two models AC3), one storage enclosure (AE2), and software and hardware features, to
make up a building block. A building block can be either fixed or scalable. You can combine

scalable building blocks to create larger clustered systems in such a way that operations are
not disrupted.

Figure 1-9 on page 12 shows the IBM FlashSystem V9000 fixed versus scalable building
block capacity.
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Scalable Building Block
Maximum configuration

Scalable Building Block
Entry Point

Fixed Building Block

| Scale out performance and capacity

Figure 1-9 IBM FlashSystem V9000 scalability

Note: You can mix the AC2 control enclosure-based building blocks with the newer AC3
control enclosure building blocks, but each building block must have either two AC2s or two
AC3s. The control enclosure types cannot be inter-mixed within a building block.

A scalable building block can be scaled up by adding IBM FlashSystem V9000 AE2 storage
enclosures for increased storage capacity. You can add a maximum of four extra storage
enclosures.

A scalable building block can be scaled out by combining up to four building blocks to provide
higher IOPS and bandwidth needs for increased performance.

Figure 1-9 illustrates the scalable capacity of IBM FlashSystem V9000. It also shows that
extra IBM FlashSystem V9000 storage enclosures (SEs) can be added to a single building
block, and also to two, three, or four building blocks.

12 Introducing and Implementing IBM FlashSystem V9000



1.6.2 IBM FlashSystem V9000 expansion enclosures

With the introduction of IBM FlashSystem V9000 storage expansion enclosures, even greater
capacity offerings are now available.

The IBM FlashSystem V9000 large form factor (LFF) expansion enclosure Model 12F offers
new tiering options with high capacity nearline SAS hard disk drives (HDDs). Each LFF
expansion enclosure supports up to twelve 8 TB or 10 TB drives.

The IBM FlashSystem V9000 small form factor (SFF) expansion enclosure Model 24F offers
new tiering options with low-cost SSDs. Each SFF expansion enclosure supports up to 24
2.5-inch low-cost SSD drives.

Up to 20 LFF or SFF expansion enclosures are supported per IBM FlashSystem V9000
controller pair, providing up to 480 drives with expansion enclosure Model 24F (SFF) and up
to 240 drives with expansion enclosure Model 12F (LFF).

Note: If you require to intermix the storage expansion enclosure types, see the supported
configurations in 2.6.1, “SAS expansion enclosures intermix” on page 82.

IBM FlashSystem V9000 HD expansion enclosure Model 92F delivers increased storage
density and capacity in a cost-efficient way.

IBM FlashSystem HD expansion enclosure Model 92F offers the following features:

» 5U, 19-inch rack mount enclosure with slide rail and cable management assembly

» Support for up to ninety-two 3.5-inch LFF 12 Gbps SAS top-loading drives

» High-performance disk drives, high-capacity nearline disk drives, and flash drive support:

— High-capacity, archival-class nearline disk drives in 8 TB and 10 TB 7,200 rpm
— Flash drivesin 1.92 TB, 3.84 TB, 7.68 TB, and 15.36 TB

» Redundant 200 - 240VA power supplies (new PDU power cord required)

Up to eight Model 92F high-density (HD) expansion enclosures are supported per IBM
FlashSystem V9000 controller pair, providing up to 736 drives with expansion Model 92F.
With four controller pairs, a maximum of 32 HD expansion enclosures with up to 2,944 drives
can be attached.

If a mix of SFF, LFF, and HD enclosures is required, see 2.6.1, “SAS expansion enclosures
intermix” on page 82.

Figure 1-10 on page 14 shows the maximum possible configuration with a single building
block (controller pair) using a combination of native IBM FlashSystem V9000 storage
enclosures and LFF or SFF expansion enclosures.

Note: If you require a mix of storage expansion enclosure types, see the supported
configurations in 2.6.1, “SAS expansion enclosures intermix” on page 82.
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Figure 1-10 Single scalable building block maximum configuration
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High-density, low-cost SSDs allow applications to scale and achieve high read performance
while maintaining traditional reliability and endurance levels. The 1.92 TB and 3.84 TB SAS
2.5-inch low-cost SSDs options are available for IBM FlashSystem V9000 SFF expansion
enclosure.

High-capacity nearline SAS drives enables high value tiered storage with hot data stored in
flash and warm data on lower cost nearline SAS HDDs all managed by IBM Easy Tier. The
8 TB and 10 TB SAS 3.5-inch nearline drives are available for IBM FlashSystem V9000 LFF
storage expansion enclosure model 12F.

The IBM FlashSystem V9000 Version 7.8 also supports Model 92F 5U-high, 92drive bay, and
supports the following drive types:

> High-capacity, nearline HDDs in 8 TB and 10 TB 7,200 rpm
> SSD Flash drives in 1.92 TB, 3.84 TB, 7.68 TB, and 15.36 TB

RAID 5 with standby hot spare is the only available RAID option for IBM FlashSystem V9000
native flash storage expansion. However, the SAS attached storage expansion enclosures
can be configured with various RAID options. The preference for SAS attached storage is
however distributed RAID (DRAID 5 and DRAID 6), which offers improved RAID rebuild times.

Note: To support SAS expansion enclosures, an AH13 - SAS Enclosure Attach adapter
card must be installed in slot 3 of each AC2 control enclosure or slot 2 of each AC3 control
enclosure in the building block.
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1.6.3 IBM FlashSystem V9000 AE2 flash storage array

The IBM FlashSystem V9000 AC2 or AC3 control enclosures combines software and
hardware into a comprehensive, modular appliance that uses symmetric virtualization.

Symmetric virtualization is achieved by creating a pool of managed disks (MDisks) from

the internal storage and externally attached storage systems. Volumes are created from the
MDisk pools and mapped to the attached host systems. System administrators can view and
access a common pool of storage on the storage area network (SAN). With this functionality,
administrators can use storage resources more efficiently and it provides a common base for
advanced functions.

Also with IBM FlashSystem V9000, you can migrate data across MDisks without interfering
with any host applications that are simultaneously accessing or writing data.

The IBM FlashSystem V9000 includes a single easy-to-use management graphical user
interface (GUI) to help you monitor, manage, and configure your system.

The AE2 flash storage enclosure components include flash modules, battery modules, and
canisters. The AE2 storage enclosure, with an all-hardware data path using FPGA modules,
is engineered to deliver the lowest possible latency. The modules incorporate proprietary
flash controllers and use numerous patented technologies. The flash controllers have a
proprietary logic design, firmware, and system software.

No commodity 2.5-inch SSDs, PCle cards, or any other significant non IBM assemblies are
within the AE2 flash storage enclosure. The flash chips, Field Programmable Gate Array
(FPGA) chips, processors, and other semiconductors in the system are carefully selected to
be consistent with the purpose-built design, which is designed from the “ground up” for high
performance, reliability, and efficiency.

The AE2 storage enclosures offer the following notable architectural concepts:

Hardware-only data path.

Use of FPGAs extensively.

Field-upgradable hardware logic.

Less expensive design cycle.

Extremely high degree of parallelism.

Intelligent flash modules.

Distributed computing model.

Low-power IBM PowerPC® processors.

Interface and flash processors run thin real-time operating systems.
With minimal management communication, the management processor communicates
with the interface and flash processors through an internal network.

YVVYVYYVYVYVYVYVYYVYY

Hardware-only data path

The hardware-only data path design of the AE2 storage enclosures eliminates software-layer
latency. To achieve extremely low latencies, the IBM FlashSystem advanced software
functions are carefully assessed and implemented.

In the AE2 storage enclosures, data traverses the array controllers through FPGAs and
dedicated, low-power processors (CPUs). No cycles are wasted on interface translation,
protocol control, or tiering.

The AE2 storage enclosures, with an all-hardware data path design, have an internal
architecture that differs from other hybrid (SSD and HDD) or SSD-only based disk systems.
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The 20 nm flash card memory chips

The flash chip is the basic storage component of the IBM MicroLatency module. A maximum
of 64 multi-level cell (MLC) flash chips can exist on each flash module. To maintain consistent
wearing and reliability, combining flash chips of different flash technologies is not supported in
the same flash module or storage system.

The IBM FlashSystem V9000 employs the new 20 nm MLC chips, which are of a higher
density than the 24 nm enterprise MLC (eMLC) chips used in the IBM FlashSystem V840.
This new design of chips enables the IBM FlashSystem V9000 to package greater densities
of flash memory per card while retaining the same if not better performance and wear.

IBM patented ECC correction and checking algorithms ensure the same or greater
performance from the MCL-based chips, with a greater capacity for the same footprint
and at a lower cost per terabyte.

Flash module capacities

The IBM FlashSystem V9000 uses either 1.2 TB, 2.9 TB, or 5.7 TB IBM MicroLatency
modules. This is a 40% increase in capacity per module over the IBM FlashSystem V840.
They must be of the same capacity throughout the AE2 storage enclosure and cannot be
intermixed with the older 24 nm flash modules.

Only RAID 5 is supported on the IBM FlashSystem V9000 with configurations of 4, 6, 8, 10,
and 12 modules when using the 1.2 TB IBM MicroLatency modules. RAID 5 is supported with
configurations of 6, 8, 10, and 12 modules when using the 2.9 TB or 5.7 TB IBM MicroLatency
modules.

If fewer than 12 modules are installed, flash module fillers must be installed in the empty bays
to maintain cooling airflow in the system enclosure.

Gateway interface FPGA

The gateway interface FPGA is responsible for providing 1/O to the flash module and direct
memory access (DMA) path. It is on the flash module and has two connections to the
backplane.

Flash controller FPGA

The flash controller FPGA of the flash module provides access to the flash chips and is
responsible for the following functions:

Provides data path and hardware 1/O logic

Uses lookup tables and a write buffer

Controls 13 or 16 chips (module-size-dependent)
Operates independently of other controllers
Maintains write ordering and layout

Provides write setup

Maintains garbage collection

Provides error handling

vVVyVYyVYVYVYYVYY
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Figure 1-11 shows the flash controller design details.

® Flash Controller - FPGA
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Figure 1-11 Flash controller design

The concurrent operations performed on the flash chips include moving data in and out of the
chip through DMA, and by internally moving data and performing erasures. While actively
transferring user data in the service of host-initiated 1/0, the system can simultaneously run
garbage collection activities without affecting the 1/0. The ratio of transparent background
commands running concurrent to active data transfer commands is 7:1.

A maximum of four flash controllers per IBM MicroLatency module exist: two for each primary
board and two for each expansion board.

1.6.4 IBM Variable Stripe RAID and two-dimensional flash RAID overview
Storage systems of any kind are typically designed to perform two main functions: storing and
protecting data. IBM FlashSystem V9000 includes the following options for data protection:
» RAID data protection:

— IBM Variable Stripe RAID
— Two-dimensional (2D) Flash RAID

» Flash memory protection methods
» Optimized RAID rebuild times

Table 1-1 lists the various methods of protection.

Table 1-1 Various types of IBM FlashSystem protection

Protection

Layer

Managed by

System-level RAID 5

Centralized RAID controllers

Module failure

Module-level RAID 5

Each module across the chips

Chip failure and page failure

Module-level Variable Stripe
RAID

Each module across the chips

Sub-chip, chip, or multi-chip
failure

Chip-level error correction code
(ECC)

Each module using the chips

Bit and block error
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Note: The proprietary 2D Flash RAID data protection scheme of the IBM FlashSystem
V9000 storage system combines system-level RAID 5 and module-level Variable Stripe
RAID (not only module-level RAID).

1.6.5 Fixed and scalable configurations

IBM FlashSystem V9000 can be configured as a fixed building block or a scalable building
block.

A fixed building block contains one IBM FlashSystem V9000. The AE2 storage enclosure is
cabled directly to each model AC2 control enclosure using 8Gb or 16Gb links or model AC3
control enclosure using 16Gb links. Each control enclosure is connected to switches or
directly attached to a host. The control enclosures are directly connected, without the use of
switches or a SAN fabric, to form the cluster links. A fixed building block can be upgraded to a
scalable building block, but the upgrade process is disruptive to operations.

Scalable building blocks can contain multiple control enclosure pairs and multiple AE2
storage enclosures. In a scalable building block, the control enclosures are not cabled to each
other. This infrastructure means that you can add building blocks or storage enclosures non
disruptively. Fibre Channel switches are used to create a private storage fabric.

The Fibre Channel switch fabric does not have to be dedicated, and can be shared with hosts
or server-side storage area networks (SANs). After connecting the components in a scalable
building block, no physical cable connects any host to any switch in the internal Fibre Channel
switch fabric. Care must be taken to ensure correct zoning of the back-end storage fabric to
prevent interaction with any hosts or server-side storage area network traffic.

For more guidelines of port utilization techniques in a scalable environment, see Appendix A,
“Guidelines: Port utilization in an IBM FlashSystem V9000 scalable environment” on
page 657.

The back-end storage switch fabric is isolated, through the zoning, from the host or
server-side SAN for these reasons:
» So that any host or server does not have access to the AE2 storage enclosures directly

» So that the I/0 from the controller to the storage does not interfere with the 1/O from the
host to the controllers

1.6.6 Scale-up and scale-out solutions
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IBM FlashSystem V9000 offers the flexibility of the purchase of an all flash solution and hybrid
enclosures that can be upgraded in the future, by the ability to scale-up for increased
capacity, scale-out for increased performance, or both.

Clients can start with a fixed building block, or opt for a scale-up scale-out (SUSO) solution,
that includes two 16 Gb FC switches, which enables you to add extra storage enclosures and
building blocks with minimal effect to the existing systems.
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Figure 1-12 shows the IBM FlashSystem V9000 scale-up and scale-out capabilities.
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Figure 1-12 IBM FlashSystem V9000 scale-up and scale-out capabilities

Figure 1-13 shows a scale-out solution with four IBM FlashSystem V9000 building blocks,
using the 16 Gb FC switches for interconnections.

Fibre Channel Switches

FlashSystem V9000

FlashSystem V9000

FlashSystem V9000

FlashSystem V9000

Figure 1-13 Scale out IBM FlashSystem V9000 solution

Chapter 1. IBM FlashSystem V9000 introduction 19




20

Figure 1-14 shows a scale-up solution with one IBM FlashSystem V9000 scalable building
block and four IBM FlashSystem V9000 AE2 storage systems.

FlashSystem AE2 V9000
FlashSystem AE2 V9000

FlashSystem AE2 V9000

m FlashSystem AE2 V9000

Fibre Channel Switches

FlashSystem V9000

Figure 1-14 Scale up IBM FlashSystem V9000 solution

Figure 1-15 shows a scale-up and scale-out solution with four IBM FlashSystem V9000
building blocks and four IBM FlashSystem V9000 AE2 storage systems, indicating a
maximum supported configuration.

FlashSystem AE2 V9000
FlashSystem AE2 V9000
FlashSystem AE2 V9000
FlashSystem AE2 V9000

Fibre Channel Switches

FlashSystem V9000

FlashSystem V9000

FlashSystem V9000

FlashSystem V9000

Figure 1-15 Scale-up and scale-out IBM FlashSystem V9000 solution

Note: The FC internal connection switches are ordered together with the first IBM
FlashSystem V9000 scalable building block. IBM also supports the use of
customer-supplied FC switches and cables, if they are supported by IBM. See the latest
information about supported FC switches at the IBM System Storage® Interoperation
Center (SSIC):

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss
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The IBM FlashSystem V9000 capacity can be expanded further by the inclusion of additional
SAS attached expansion enclosures. See more details in 1.6.2, “IBM FlashSystem V9000
expansion enclosures” on page 13.

For more details about IBM FlashSystem V9000 scale-up or scale-out solutions, see
Chapter 5, “Scalability” on page 179.

1.7 Advanced software features

The IBM FlashSystem V9000 can function as a feature-rich, software-defined storage layer
that virtualizes and extends the functionality of all managed storage. These include Real-time
Compression, dynamic tiering, thin provisioning, snapshots, cloning, replication, data copy
services and high-availability configurations. In this capacity, it acts as the virtualization layer
between the host and other external storage systems, providing flexibility and extending
functionality to the virtualized external storage capacity.

Up to 32 PB of storage can be managed by a single IBM FlashSystem V9000 array, and
because the storage is virtualized, volumes can be nondisruptively moved between external
and internal storage capacity. This functionality enables agile integration into existing storage
environments with seamless data migration between IBM FlashSystem V9000 and existing
storage systems. When using Real-time Compression for active data sets, IBM FlashSystem
V9000 can increase the effective capacity of your flash memory up to five times.

1.7.1 Advanced functions for data reduction

The IBM FlashSystem V9000 employs several features to assist with the reduction of data
and the ability to increase its effective capacity.

IBM Real-time Compression

The IBM Real-time Compression within the IBM FlashSystem V9000 addresses the
requirements of primary storage data reduction, without sacrificing performance by the use of
dedicated compression acceleration hardware. It does so by implementing a purpose-built
technology called Real-time Compression using the Random Access Compression Engine
(RACE).

Customers can expect data reduction and effective capacity increases of up to 5x for relevant
data sets. When the initial virtual disk (VDisk) volume, also known as the logical unit number
(LUN), is created and a thin provisioned volume is allocated, then as data is stored into the
VDisk it is compressed in real time.

Thin provisioning

In a shared storage environment, thin provisioning is a method for optimizing the use of
available storage. It relies on allocation of blocks of data on demand versus the traditional
method of allocating all of the blocks up front. This methodology eliminates almost all white
space, which helps avoid the poor usage rates (often as low as 10%) that occur in the
traditional storage allocation method where large pools of storage capacity are allocated to
individual servers but remain unused (not written to).

Thin-provisioned flash copies

Thin-provisioned IBM FlashCopy® (or snapshot function in the GUI) uses disk space only
when updates are made to the source or target data and not for the entire capacity of a
volume copy.
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1.7.2 Data migration

The IBM FlashSystem V9000 provides online volume migration while applications are
running, which is possibly the greatest single benefit for storage virtualization. This capability
enables data to be migrated on and between the underlying storage subsystems without any
effect on the servers and applications. In fact, this migration is performed without the
knowledge of the servers and applications that it even occurred. The IBM FlashSystem
V9000 delivers these functions in a homogeneous way on a scalable and highly available
platform over any attached storage and to any attached server.

1.7.3 Advanced copy services

Advanced copy services are a class of functionality within storage arrays and storage devices
that enable various forms of block-level data duplication locally or remotely. By using
advanced copy services, you can make mirror images of part or all of your data eventually
between distant sites. Copy services functions are implemented within an IBM FlashSystem
V9000 (FlashCopy and Image Mode Migration), or between one IBM FlashSystem V9000
and another IBM FlashSystem V9000 in three different modes:

» Metro Mirror
» Global Mirror
» Global Mirror with Change Volumes

Remote replication can be implemented using both Fibre Channel and Internet Protocol (IP)
network methodologies.

FlashCopy

FlashCopy is the IBM branded name for point-in-time copy, which is sometimes called
time-zero (TO) copy. This function makes a copy of the blocks on a source volume and can
duplicate them on 1 - 256 target volumes.

Remote mirroring

The three remote mirroring modes are implemented at the volume layer within the IBM
FlashSystem V9000. They are collectively referred to as remote copy capabilities. In general,
the purpose of these functions is to maintain two copies of data. Often, but not necessarily,
the two copies are separated by distance. The remote copy can be maintained in one of two
modes: synchronous or asynchronous, with a third asynchronous variant:

» Metro Mirror is the IBM branded term for synchronous remote copy function.

» Global Mirror is the IBM branded term for the asynchronous remote copy function.

» Global Mirror with Change Volumes is the IBM branded term for the asynchronous
remote copy of a locally and remotely created FlashCopy.

1.7.4 External virtualization
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The IBM FlashSystem V9000 includes data virtualization technology to help insulate hosts,
hypervisors, and applications from physical storage. This enables them to run without
disruption, even when changes are made to the underlying storage infrastructure. The IBM
FlashSystem V9000 functions benefit all virtualized storage. For example, Easy Tier and
Real-time Compression help improve performance and increase effective capacity, where
high-performance thin provisioning helps automate provisioning.
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These benefits can help extend the useful life of existing storage assets, reducing costs.
And because these functions are integrated into the IBM FlashSystem V9000, they can
operate smoothly together, reducing management effort.

1.7.5 Easy Tier

Easy Tier is a performance function that automatically migrates or moves extents of a volume
to or from one storage tier to another storage tier. Starting with IBM FlashSystem V9000
Version 7.8, Easy Tier supports four kinds of storage tiers.

Consider the following information about Easy Tier:

» Easy Tier monitors the host volume I/O activity as extents are read and migrates the most
active extents to higher performing tiers.

» The monitoring function of Easy Tier is continual but, in general, extents are migrated over
a 24-hour period. As extent activity cools, Easy Tier moves extents to slower performing
tiers.

» Easy Tier creates a migration plan that organizes its activity to decide how to move
extents. This plan can also be used to predict how extents will be migrated.

For more information about Easy Tier see 3.2.1, “IBM Easy Tier’ on page 99.

1.8 IBM HyperSwap

IBM HyperSwap is new as of IBM FlashSystem V9000 firmware 7.5. HyperSwap capability
enables each volume to be presented by two IBM FlashSystem V9000 I/O groups. The
configuration tolerates combinations of node and site failures, using host multipathing driver
based on the one that is available for the IBM FlashSystem V9000.

IBM FlashSystem V9000 V7.7.1 and later provides GUI management of the HyperSwap
function.

For details about implementation and HyperSwap capability, see Chapter 11, “IBM
HyperSwap” on page 485.

1.9 Transparent cloud tiering (V7.8)

IBM FlashSystem V9000 V7.8 includes transparent cloud tiering technology. This capability
provides increased flexibility to protect data by leveraging the cloud as snapshot targets and
restore snapshots from the cloud. Snapshots are encrypted and compressed before being
uploaded to the cloud for more security, lower telecommunication costs, and lower cloud
storage costs.

Transparent cloud tiering allows you to configure a cloud account on the system to create and
restore cloud snapshots of system volumes.

Configuring transparent cloud tiering on the system, requires you to enable a cloud
connection to a supported cloud service provider. The system supports IBM SoftLayer®,
OpenStack Swift, and Amazon S3 cloud service providers.
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1.10 Licensing
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The base license that is provided with your system includes the use of its basic functions.
However, extra licenses can be purchased to expand the capabilities of your system.
Administrators are responsible for purchasing extra licenses and configuring the systems
within the license agreement, which includes configuring the settings of each licensed
function on the system.

The base 5639-RB7 license entitles IBM FlashSystem V9000 (machine type 9846/9848) to all
of the licensed functions, such as Virtualization, FlashCopy, Global Mirror, and Metro Mirror,
and Real-time Compression. Any connected storage that is not an IBM FlashSystem V9000
requires the External Virtualization license that is a per-terabyte (TB) capacity unit of metric.
You use the Licensed Functions window in the System Setup wizard to enter External
Virtualization licenses purchased for your system.

For more details about licensing, see 2.7.2, “Software and licensing” on page 92.
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FlashSystem V9000 architecture

This chapter describes the IBM FlashSystem V9000 architecture, detailing the components,

capabilities, and features that make up this product. An introduction to the IBM FlashSystem
V9000, product features, a comparison to the IBM FlashSystem V840, and an overview of the
architecture and hardware are included.

This chapter includes the following topics:

Introduction to IBM FlashSystem V9000
Architecture of IBM FlashSystem V9000
Control enclosure (AC2)

Control enclosure (AC3)

Storage enclosure (AE2)

Expansion enclosures (12F, 24F, 92F)
Administration and maintenance

Support matrix for IBM FlashSystem V9000

YyVyVYyYVYVYVYYY

IBM Knowledge Center has more details about IBM FlashSystem V9000 architecture:
https://ibm.biz/fs_ V9000 kc

Note: This chapter refers to both AC2 and AC3 control enclosure models. Where
fundamental differences exist between the two models, images of both control enclosures
are provided. Where no significant differences exist, only the AC2 model is shown, but the
action and resulting display are the same on an AC3 control enclosure of an IBM
FlashSystemV9000.
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2.1 Introduction to IBM FlashSystem V9000
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IBM FlashSystem V9000 is an all-flash storage array that provides extreme performance and
large capacity while also delivering enterprise-class reliability and “green” data center power
and cooling requirements. The IBM FlashSystem V9000 building block holds up to twelve
5.7 terabytes (TB) IBM MicroLatency modules in only 6U of rack space, making it an
extremely dense all-flash storage array solution.

IBM FlashSystem V9000 uses a fully featured and scalable all-flash architecture that
performs at up to 3 million input/output operations per second (IOPS) with IBM MicroLatency
modules, is scalable up to 68 gigabytes per second (GBps), and delivers up to 2.28 petabytes
(PB) of internal flash effective capacity. With its flash-optimized design, IBM FlashSystem
V9000 can provide response times of 180 microseconds. This high capacity, extreme
performance, and enterprise reliability are powered by the patented IBM FlashCore
Technology.

IBM FlashSystem V9000 offers the advantages of software-defined storage at the speed of
flash. This all-flash storage platform combines the high performance, ultra-low latency,
superior efficiency and extreme reliability of IBM FlashCore technology with a rich set of
virtualization and storage features such as dynamic tiering, thin provisioning, data copy
services and high-availability configurations.

Advanced data services that are provided include copy services, mirroring, replication,
external virtualization, IBM HyperSwap, Microsoft Offloaded Data Transfer (ODX) and
VMware vSphere Storage APlIs - Array Integration (VAAI) support. Host interface support
includes 8 gigabit (Gb) and 16 Gb FC, and 10 Gb Fibre Channel over Ethernet (FCoE) and
Internet Small Computer System Interface (iSCSI). Advanced Encryption Standard (AES)
256 hardware-based encryption adds to the rich feature set.

The IBM FlashSystem V9000 building block is made up of the two control enclosures,
referred to as AC2s or AC3s, and one storage enclosure, referred to as AE2. The IBM
FlashSystem V9000 core attributes are described next. Figure 2-1 shows the front view of the
IBM FlashSystem V9000.

Figure 2-1 IBM FlashSystem V9000
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2.1.1 Capacity

IBM FlashSystem V9000 supports a maximum of four building blocks and four additional
storage enclosures. Each building block or storage enclosure can accommodate up to twelve
5.7 TB IBM MicroLatency modules, which provide a capacity of 57 TB (RAID 5). IBM
FlashSystem V9000, with 8 storage enclosures, therefore supports a maximum physical
capacity of 456 TB of internal MicroLatency flash storage.

By using the optional IBM Real-time Compression and other design elements, the
FlashSystem V9000 provides up to 285 TB effective capacity in only 6U. With 8 storage
enclosures, the effective capacity goes up to 2.28 PB in only 36U of rack space.

IBM FlashSystem V9000 also supports up to 32 PB of external storage virtualization and also
standard and high density expansion enclosures scaling up to 29.4 PB raw capacity by using
nearline SAS (NL-SAS) HDDs or 32 PB raw capacity by using SSDs.

Note: For detailed capacity information about IBM FlashSystem V9000 and expansion
enclosures see Table 2-7 on page 58.

Each IBM FlashSystem V9000 building block can be ordered with 4, 6, 8, 10, or 12
MicroLatency modules. The MicroLatency modules available are either 1.2 TB, 2.9 TB, or
5.7 TB storage capacity.

Important: 1.2 TB, 2.9 TB, and 5.7 TB IBM MicroLatency modules cannot be intermixed in
the same IBM FlashSystem V9000 storage enclosure.

IBM FlashSystem V9000 supports RAID 5 configurations.

Note: The maximum usable capacity of IBM FlashSystem V9000 in RAID 5 mode is
51.8 tebibytes (TiB) per building block.

IBM FlashSystem V9000 supports the creation of up to 2,048 logical unit numbers (LUNSs) per
building block. The size of the LUNs can be 1 MiB - 51.8 TiB in size (not to exceed the total
system capacity). The IBM FlashSystem V9000 supports up to 2,048 host connections and
up to 256 host connections for each interface port. The IBM FlashSystem V9000 supports the
mapping of multiple LUNs to each host for Fibre Channel, Fibre Channel over Ethernet
(FCoE), and iSCSI protocols.

IBM FlashSystem V9000 supports up to 256 host connections for the iSCSI protocol.

Table 2-1 lists all the combinations of storage capacities for various configurations of the IBM
FlashSystem V9000 building block.

Table 2-1 IBM FlashSystem V9000 capacity in TB and TiB for RAID 5

IBM FlashSystem 900 AE2 configuration RAID5TB RAID 5 TiB
Four 1.2 TB flash modules 22 2.0
Six 1.2 TB flash modules 4.5 41
Eight 1.2 TB flash modules 6.8 6.2
Ten 1.2 TB flash modules 9.1 8.3
Twelve 1.2 TB flash modules 11.4 10.4

Chapter 2. FlashSystem V9000 architecture 27



IBM FlashSystem 900 AE2 configuration RAID 5 TB RAID 5 TiB
Six 2.9 TB flash modules 11.4 10.3
Eight 2.9 TB flash modules 17.1 15.5
Ten 2.9 TB flash modules 22.8 20.7
Twelve 2.9 TB flash modules 28.5 28.9
Six 5.7 TB flash modules 22.8 20.7
Eight 5.7 TB flash modules 34.2 31.0
Ten 5.7 TB flash modules 45.6 41.4
Twelve 5.7 TB flash modules 57.0 51.8

2.1.2 Performance and latency

IBM FlashSystem V9000 uses all hardware field-programmable gateway array (FPGA)
components in the AE2 storage enclosure data path, which enables fast I/O rates and low
latency. IBM FlashSystem V9000 provides extreme performance of up to 3 million IOPS and
up to 68 GBps in bandwidth. The IBM FlashSystem V9000 provides response times as low as
180 microseconds (us).

2.1.3 IBM FlashCore technology

IBM FlashSystem V9000 provides enterprise class reliability and serviceability that are
unique for all-flash storage arrays. IBM FlashSystem V9000 uses the patented IBM
FlashCore Technology to provide data protection and maximum system uptime:

» IBM Advanced Flash Management improves flash endurance 9x over standard
implementations:

— Proprietary garbage collection, relocation, and block-picking algorithms that were
invented by IBM.

— Flash wear leveling includes the following functions:
* ECC algorithms that correct very high bit error rates.
¢ Variable voltage and read-level shifting to maximize flash endurance.

¢ Health binning and heat segregation continually monitor the health of flash blocks
and perform asymmetrical wear leveling and sub-chip tiering.

¢ Hot-data placement provides up to 57% improvement in endurance. Heat-level
grouping provides up to 45% reduction in write amplification.

» IBM Variable Stripe RAID is a patented IBM technology that provides an intra-module
RAID stripe on each flash module.

» With two-dimensional (2D) Flash RAID, system-wide RAID 5 along with Variable Stripe
RAID helps reduce downtime and maintain performance, and enables the provisioning of
an entire flash module as a spare to be used in another flash module failure.

28 Introducing and Implementing IBM FlashSystem V9000



Terminology
The following terms are mentioned in this book:

Wear leveling An algorithm that assures even usage of all blocks.

Garbage collection Erasing blocks, which are not used anymore, so that they can be
rewritten.

Relocation Moving a block to another location.

Block picking The first step of the garbage collection process. Using proprietary

algorithms, the best block is picked for garbage collection.

More reliability and serviceability features of IBM FlashSystem V9000

In addition to the standard features, IBM FlashSystem V9000 includes the following reliability
and serviceability features:

» Hot-swappable IBM MicroLatency modules with tool-less front panel access

If a MicroLatency module failure occurs, critical client applications can remain online while
the defective module is replaced.

Because client application downtime does not need to be scheduled, you can typically
perform this service immediately versus waiting for days for a service window. The
Directed Maintenance Procedure (DMP), accessible from the GUI, can be used to prepare
the IBM FlashSystem V9000 for a MicroLatency module replacement. You can easily
remove the MicroLatency modules from the front of the IBM FlashSystem V9000 unit
without needing to remove the top access panels or extend cabling.

» Concurrent code loads

IBM FlashSystem V9000 supports concurrent code load, enabling client applications to
remain online during firmware upgrades to all components, including the flash modules.

» Redundant hot-swappable components

RAID controllers (called canisters), management modules, and interface cards (all
contained in the canister), and batteries, fans, and power supplies are all redundant and
hot-swappable. All components are easily accessible through the front or rear of the unit
so the IBM FlashSystem V9000 does not need to be moved in the rack, and top access
panels or cables do not need to be extended. This makes servicing the unit easy.

Tip: Concurrent code loads require that all connected hosts have at least two
connections, at least one to each control enclosure, to the IBM FlashSystem V9000.

2.1.4 Overview of IBM Variable Stripe RAID and 2D Flash RAID

Storage systems of any kind are typically designed to perform two main functions: to store
and protect data. The IBM FlashSystem V9000 includes the following features for data
protection:

» RAID data protection:

— IBM Variable Stripe RAID
— Two-dimensional (2D) Flash RAID

» Flash memory protection methods
» Optimized RAID rebuild times
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Variable Stripe RAID

Variable Stripe RAID is a unique IBM technology that provides data protection on the page,
block, or chip level. It eliminates the necessity to replace a whole flash module when a single
chip or plane fails. This, in turn, expands the life and endurance of flash modules and reduces
considerably maintenance events throughout the life of the system.

Variable Stripe RAID provides high redundancy across chips within a flash module. RAID is
implemented at multiple addressable segments within chips, in a 15+1 or 12+1 RAID 5
fashion, and it is controlled at the flash controller level (up to four in each flash module). Due
to the massive parallelism of direct memory access (DMA) operations controlled by each
FPGA and parallel access to chip sets, dies, planes, blocks, and pages, the implementation of
Variable Stripe RAID has minimal effect on performance.

The following information describes some of the most important aspects of Variable Stripe
RAID implementation:

» Variable Stripe RAID is managed and controlled by each of the up to four flash controllers
within a single module.

» A flash controller is in charge of only 13 or 16 flash chips (IBM MicroLatency module
capacity size-dependent).

» Data is written on flash pages of 8 kilobytes (KB) and erased in 1 megabyte (MB) flash
blocks.

» Variable Stripe RAID is implemented and managed at flash chip plane levels.

» There are 16 planes per chip.

» Before a plane fails, at least 256 flash blocks within a plane must be deemed failed.
» A plane can also fail in its entirety.

» Up to 64 planes can fail before a whole module is considered failed.

» Up to four chips can fail before a whole module is considered failed.

» When a flash module is considered failed, 2D Flash RAID takes control of data protection
and recovery.

» When a plane or a chip fails, Variable Stripe RAID activates to protect data while
maintaining system-level performance and capacity.

How Variable Stripe RAID works

Variable Stripe RAID is an IBM patented technology. It includes but is more advanced than
a simple RAID of flash chips. Variable Stripe RAID introduces two key concepts:

» The RAID stripe is not solely across chips; it actually spans across flash layers.

» The RAID stripe can automatically vary based on observed flash plane failures within a
flash module. For example, stripes are not fixed at n+1 RAID 5 stripe members, but they
can go down to 15+1, 14+1, or even 13+1 based on plane failures.

This ability to protect the data at variable stripes effectively maximizes flash capacity
even after flash component failures. Figure 2-2 on page 31 shows an overview of the
IBM FlashSystem Variable Stripe RAID.
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« Patented VSR allows RAID stripe sizes to vary.
= If one die fails in a thirteen or sixteen chip stripe, only the failed die is bypassed,
then data is restriped across the remaining chips.
« VSR reduces maintenance intervals caused by flash failures
13/16 Chips
16
anes | (— {— | — ] | e
Figure 2-2 IBM FlashSystem Variable Stripe RAID (VSR)
Figure 2-3 shows the benefits of IBM Variable Stripe RAID.
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Figure 2-3 The value of the IBM FlashSystem Variable Stripe RAID

An important aspect to emphasize is that Variable Stripe RAID has an effect at only the plane
level. Therefore, only the affected planes within a plane failure are converted to N-1. Variable
Stripe RAID maintains the current stripe member count (N+1) layout through the remainder of
the areas of all other planes and chips that are not involved in the plane failure.

To illustrate how Variable Stripe RAID functions, assume that a plane fails within a flash chip
and is no longer available to store data. This might occur as a result of a physical failure within
the chip, or some damage is inflicted on the address or power lines to the chip. The plane
failure is detected and the system changes the format of the page stripes that are used.

The data that was previously stored in physical locations across chips in all 16 or 13 lanes
using a page stripe format with 10 pages is now stored across chips in only nine lanes using
a page stripe format with nine pages. Therefore, no data stored in the memory system was
lost, and the memory system can self-adapt to the failure and continue to perform and
operate by processing read and write requests from host devices.
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This ability of the system to automatically self-adapt, when needed, to chip and intra-chip
failures makes the FlashSystem flash module extremely rugged and robust, and capable of
operating despite the failure of one or more chips or intra-chip regions. It also makes the
system easier to use because the failure of one, two, or even more individual memory chips
or devices does not require the removal and potential disposal of previously used memory
storage components.

The reconfiguration or reformatting of the data to change the page stripe formatting to
account for chip or intra-chip failures might reduce the amount of physical memory space that
is held in reserve by the system and available for the system for background operation. Note
that in all but the most extreme circumstances (in which case the system creates alerts), it
does not affect performance. Even in the case of extreme circumstances, the usable capacity
is not affected and the system fails the module first.

Reliability, availability, and serviceability
The previous explanation points out an increase in reliability, availability, and serviceability

(RAS) levels and the IBM FlashSystem RAS levels over other technologies.
In summary, Variable Stripe RAID has these capabilities:
» Patented Variable Stripe RAID allows RAID stripe sizes to vary.

» If one plane fails in a chip stripe, only the failed plane is bypassed, and then data is
restriped across the remaining chips. No system rebuild is needed.

» Variable Stripe RAID reduces maintenance intervals caused by flash failures.

Two-dimensional (2D) Flash RAID

Two-dimensional (2D) Flash RAID refers to the combination of Variable Stripe RAID (at the
flash module level) and system-level RAID 5.

The second dimension of data protection is implemented across flash modules of RAID 5
protection. This system-level RAID 5 is striped across the appropriate number of flash
modules in the system based on the selected configuration. System-level RAID-5 can stripe
across four (2D+1P+1S - IBM MicroLatency 1.2 TB module only), six (4D+1P+18S), eight
(6D+1P+1S), ten (8D+1P+1S), or twelve flash modules (10D+1P+1S).

The architecture enables you to designate a dynamic flash module hot spare.

Figure 2-4 on page 33 shows the IBM FlashSystem V9000 2D RAID.
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Figure 2-4 IBM FlashSystem 2D RAID

The 2D Flash RAID technology within the IBM FlashSystem V9000 provides two independent
layers of RAID 5 data protection within each system:

» The module-level Variable Stripe RAID technology
» An additional system-level RAID 5 across flash modules

The system-level RAID 5 complements the Variable Stripe RAID technology implemented
within each flash module, and it provides protection against data loss and data unavailability
resulting from flash module failures. It also enables data to be rebuilt onto a hot-spare flash
module, so that flash modules can be replaced without data disruption.

Other reliability features
In addition to 2D Flash RAID and Variable Stripe RAID data protection, the IBM FlashSystem
family storage systems incorporate other reliability features:

» Error-correcting codes to provide bit-level reconstruction of data from flash chips.

» Checksums and data integrity fields designed to protect all internal data transfers within
the system.

» Overprovisioning to enhance write endurance and decrease write amplification.

» Wear-leveling algorithms balance the number of writes among flash chips throughout the
system.

» Sweeper algorithms help ensure that all data within the system is read periodically to
avoid data fade issues.

Understanding 2D Flash RAID enables you to visualize the advantage over other flash
memory solutions. Both Variable Stripe RAID and 2D Flash RAID are implemented and
controlled at FPGA hardware-based levels. Two-dimensional flash RAID eliminates single
points of failure and provides enhanced system-level reliability.
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2.1.5 Scalability
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IBM FlashSystem V9000 supports the ability to grow both the storage capacity and
performance after deployment, which is referred to as scale up and scale out. 1BM
FlashSystem V9000 scale up or scale out is achieved by using scalable building blocks and
additional storage enclosures. IBM FlashSystem V9000 supports a maximum configuration of
twelve 1.2 TB, 2.9 TB, or 5.7 TB IBM MicroLatency modules per AE2 storage enclosure. The
IBM FlashSystem V9000 can be purchased with 4, 6, 8, 10, or 12 modules of 1.2 TB, 2.9 TB,
or 5.7 TB sizes.

Capacity can be scaled up with external storage virtualization or with standard or high density
(HD) expansion enclosures that support NL-SAS HDDs or SDDs. You can attach up to 20
standard expansion enclosures per controller pair (up to 80 total) scaling up to 9.6 PB raw
capacity using NL-SAS HDDs or 29.4 PB raw capacity using SSDs. You can attach up to

8 HD expansion enclosures per controller pair (up to 32 total) scaling up to 29.4 PB raw
capacity using NL-SAS HDDs or 32PB raw capacity using SSDs. Up to 32PB of external
storage can be virtualized.

IBM FlashSystem V9000 offers these upgrade options:

» Systems that are purchased with 4 MicroLatency modules can be expanded to 6, 8, 10, or
12 of the same capacity MicroLatency modules.

» Systems that are purchased with 6 MicroLatency modules can be expanded to 8, 10, or 12
of the same capacity MicroLatency modules.

» Systems that are purchased with 8 MicroLatency modules can be expanded to 10 or 12 of
the same capacity MicroLatency modules.

» Systems that are purchased with 10 MicroLatency modules can be expanded to 12 of the
same capacity MicroLatency modules.

Note: Adding MicroLatency modules to an existing AE2 storage enclosure is a disruptive
activity for the IBM FlashSystem V9000 building block. Storage expansions without
solution outage are possible with careful planning.

IBM FlashSystem V9000 delivers up to 57 TB per building block, scales to four building
blocks, and offers up to four more 57 TB V9000 storage enclosure expansion units for
large-scale enterprise storage system capability. Building blocks can be either fixed or
scalable. You can combine scalable building blocks to create larger clustered systems in such
a way that operations are not disrupted.
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A scalable building block can be scaled up by adding IBM FlashSystem V9000 AE2 storage
enclosures for increased storage capacity. You can add a maximum of four extra storage
enclosures, one extra storage enclosure per building block, to any scaled solution. A scalable
building block can be scaled out by combining up to four building blocks to provide higher
IOPS and bandwidth needs for increased performance as shown in Figure 2-5.
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Figure 2-5 IBM FlashSystem V9000 scalability options

With IBM Real-time Compression technology, IBM FlashSystem V9000 further extends the
economic value of all-flash systems. IBM FlashSystem V9000 provides up to two times the
improvement in Real-time Compression over the model it is replacing, by using dedicated
Compression Acceleration Cards. Using the optional Real-time Compression and other
design elements, IBM FlashSystem V9000 provides up to 57 TB usable capacity and up to
285 TB effective capacity in only 6U. This scales to 456 TB usable capacity and up to 2.28 PB
effective capacity in only 36U. These capacity numbers are not considering the use of SAS
expansion enclosures.

A fixed building block contains one IBM FlashSystem V9000. The AE2 storage enclosure is
cabled directly to each AC2 or AC3 control enclosure using 8 Gb or 16 Gb links, and each
AC2 or AC3 control enclosure is connected to switches or to a host. The AC2 or AC3 control
enclosures are directly connected without the use of switches or a SAN fabric, to form the
cluster links. A fixed building block can be upgraded to a scalable building block, but the
upgrade process is disruptive to operations.

Chapter 2. FlashSystem V9000 architecture 35



36

Figure 2-6 shows the relationship between fixed and scalable building blocks.
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Figure 2-6 IBM FlashSystem V9000 fixed versus scalable building blocks

For more details about cabling for a fixed building block, see 6.4.1, “Connecting the
components in a fixed building block” on page 234.

Scalable building blocks can contain multiple AC2 or AC3 control enclosure pairs and multiple
AE2 storage enclosures. The building block components communicate with each other by
using Fibre Channel. Management of the environment is provided by using the management
ports on the control enclosures, to create a private management local area network (LAN). In
a scalable building block, AC2 or AC3 control enclosures are not cabled point to point to each
other. This infrastructure means that you can add building blocks or storage enclosures
nondisruptively. Dedicated Fibre Channel switches facilitate efficient coordination between
the control enclosure resources.

The Fibre Channel switch fabric is dedicated, and is not shared with hosts or server-side
storage area networks (SANSs). After connecting the components in a scalable building block,
no physical cable connects any host to any switch in the internal Fibre Channel switch fabric.
This private fabric is therefore not affected by traditional host-side SAN traffic, saturation
issues, or accidental or intentional zoning issues, therefore providing maximum availability.

To support a flash-optimized tiered storage configuration for mixed workloads, up to 20
optional 9846/9848-12F or 9846/9848-24F and up to 8 9846/9848-92F SAS expansion
enclosures can be connected to each building block in the system. To intermix the models
12F, 24F, and 92F see Table 2-14 on page 83.
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Consider the following information:

» A 9846/9848-12F SAS expansion enclosure contains up to 12 3.5-inch nearline SAS
drives.

» A 9846/9848-24F SAS expansion enclosure contains up to 24 2.5-inch read-intensive
SAS flash drives.

» A 9846-92F or 9848-92F SAS expansion enclosure contains up to 92 3.5-inch SAS drives.

To support SAS expansion enclosures, an AH13 - SAS Enclosure Attach adapter card must
be installed in expansion slot 2 of each AC3 control enclosure in the building block.

For more details about cabling for a scalable building block, see 6.4.2, “Connecting the
components in a scalable building block” on page 235.

For a comparison and the configuration guidelines of the following two suggested methods for
port utilization in an IBM FlashSystem V9000 scalable environment, see Appendix A,
“Guidelines: Port utilization in an IBM FlashSystem V9000 scalable environment” on

page 657:

» IBM FlashSystem V9000 port utilization for infrastructure savings

This method reduces the number of required customer Fibre Channel ports attached to
the customer fabrics. This method provides high performance and low latency but
performance might be port-limited for certain configurations. Intra-cluster communication
and AE2 storage traffic occur over the internal Fibre Channel switches.

» IBM FlashSystem V9000 port utilization for performance

This method uses more customer switch ports to improve performance for certain
configurations. Only ports designated for intra-cluster communication are attached to
private internal switches. The private internal switches are optional and all ports can be
attached to customer switches.

Note: The Fibre Channel internal connection switches are ordered together with the
first IBM FlashSystem V9000 scalable building block. IBM also supports the use of
customer-supplied Fibre Channel switches and cables, provided it is supported by IBM.
See the list of supported Fibre Channel switches:

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

Remember these important considerations:

» Mixing different capacity MicroLatency modules (1.2 TB, 2.9 TB, or 5.7 TB) in a single AE2
storage enclosure is not supported.

» Expanding an IBM FlashSystem V9000 unit with 2, 4, 6, or 8 extra MicroLatency
modules requires that the flash array is deleted and recreated. A backup of the system
configuration and data migration, if needed, must be planned before the expansion.
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2.1.6 Host adapter protocol support

IBM FlashSystem V9000 supports the following interface protocols:

8 Gbps Fibre Channel

16 Gbps Fibre Channel

10 Gbps Fibre Channel over Ethernet (FCoE)
10 Gbps iSCSI

vyvyyy

The interface protocols can auto-negotiate down to slower speeds.

AC2 control enclosure interface options

For the AC2 control enclosure different interface configuration options are available based
on whether the AE2 has 8 Gb or 16 Gb optics and whether the configuration is a fixed or a
scalable configuration.

For more details about hardware of the AC2 control enclosure, see 2.3, “Control enclosure
(AC2)” on page 59.

Table 2-2 shows the three adapter combinations that are allowed in the AC2 control
enclosures when the AE2 storage enclosure is ordered with 8 Gb optics. The adapter
combinations are identical for both scalable and fixed building block order types.

Table 2-2 8Gb AEZ2 fixed or scalable building block allowed AC2 I/O adapter combinations

Host 16 Gb FC 8 Gb FC 16 Gb FC 10Gb Ethernet SAS enclosure
connections 4-port 4-port 2-port 4-port attach

8GbFC - 3 - - -

16 Gb FC - 2 2 - -

10Gb Ethernet - 2 - 1 -

Table 2-3 shows the four adapter combinations that are allowed in the AC2 control enclosures
when the AE2 storage enclosure is ordered with 16 Gb optics and the AC2 control enclosure
is ordered as a fixed building block. The AC2 control enclosure has six adapter slots, four of
which can be used for interface adapters. The SAS enclosure attach adapter takes up one of
these four slots.

Table 2-3 16Gb AEZ2 fixed building block allowed AC2 I/O adapter combinations

Host 16 Gb FC 8 Gb FC 16 Gb FC 10Gb Ethernet SAS enclosure
connections 4-port 4-port 2-port 4-port attach

16 Gb FC 4 - - - -

16 Gb FC 3 - - - Oor1

16 Gb FC 3 - - 1 -

10Gb Ethernet

16 Gb FC 2 - - 1 Oor1

10Gb Ethernet
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Table 2-4 shows the nine adapter combinations that are allowed in the AC2 control
enclosures when the AE2 storage enclosure is ordered with 16 Gb optics and the AC2 control
enclosure is ordered as a scalable building block. A main differentiator is whether you order
the 16 Gb adapter with two or four ports.

Table 2-4 16Gb AEZ2 scaled building block allowed AC2 I/O adapter combinations

Host 16 Gb FC 8 Gb FC 16 Gb FC 10Gb Ethernet SAS enclosure
connections 4-port 4-port 2-port 4-port attach
16 Gb FC 4 - - - -

16 Gb FC 3 - - - Oor1
16 Gb FC 3 - - 1 -
10Gb Ethernet

16 Gb FC 2 - - 1 Oor1
10Gb Ethernet

16 GB FC - - 4 - -

16 Gb FC - - 3 1 -
10Gb Ethernet

10 Gb Ethernet - - 2 1 -

8 Gb FC - 2 2 - -

8 Gb FC - 1 2 1 -
10Gb Ethernet

AC3 control enclosure interface options

For the AC3 control enclosure there are less interface combinations since the AC3 is only
ordered when the AE2 has 16Gb optics. The interface combinations are the same for both
fixed and scalable order types. The AC3 control enclosure also has more adapter slots than
the AC2 control enclosure which allows the AC3 control enclosure to have a dedicated slot for
the SAS enclosure attach adapter. The SAS enclosure attach adapter does not take up one of
the four allowed adapters that are used for host and AE2 storage communication.

Table 2-5 shows the four adapter combinations that are allowed in the AC3 control enclosures
when the AE2 storage enclosure is ordered with 16 Gb optics.

Table 2-5 16Gb AEZ2 fixed or scalable building block allowed AC3 I/O adapter combinations

Host 16Gb FC 8Gb FC 16 Gb FC 10Gb Ethernet SAS enclosure
connections 4-port 4-port 2-port 4-port attach

16 Gb FC 4 - - - Oorf

16 Gb FC 3 - - - Oor1

16 Gb FC 3 - - 1 Oor1

10Gb Ethernet

16 Gb FC 2 - - 1 Oorf

10Gb Ethernet

For more details about the AC3 control enclosure hardware, see 2.4, “Control enclosure

(AC3)” on page 64.
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2.1.7 Encryption support

40

IBM FlashSystem V9000 provides optional encryption of data at rest, which protects against
the potential exposure of sensitive user data and user metadata that are stored on discarded
or stolen flash modules. Encryption of system data and metadata is not required, so system
data and metadata are not encrypted.

Configuring encryption

You can activate encryption with the easy setup wizard during initialization or the hot key
activation process after the IBM FlashSystem V9000 is already initialized, when an encryption
feature code is purchased. If encryption is activated, an encryption key is generated by the
system to be used for access to the system. The processes start a wizard that guides the
user through the process of copying the encryption key to multiple USB keys. For details
about setting up encryption, see 9.4, “Security menu” on page 426.

IBM FlashSystem V9000 supports Encryption Rekey to create new encryption keys that
supersede the existing encryption keys.

Note: If you plan to implement either hot key activation or encryption rekey, be sure to
inform IBM Support so that it can monitor the operation. IBM Support personnel will guide
you through this process.

Accessing an encrypted system

At system start (power on) or to access an encrypted system, the encryption key must be
provided by an outside source so that the IBM FlashSystem V9000 can be accessed. The
encryption key is provided by inserting the USB flash drives that were created during system
initialization into one of the AC2 or AC3 control enclosures in the solution. Starting with
FlashSystem V9000 Version 7.8 encryption keys can be managed by an IBM Security Key
Lifecycle Manager (SKLM) key server.

Encryption technology

Key encryption is protected by an Advanced Encryption Standard (XTS-AES) algorithm key
wrap using the 256-bit symmetric option in XTS mode, as defined in the IEEE1619-2007
standard. An HMAC-SHA256 algorithm is used to create a hash message authentication
code (HMAC) for corruption detection, and it is additionally protected by a system-generated
cyclic redundancy check (CRC).

IBM Security Key Lifecycle Manager (V7.8 and higher)

IBM FlashSystem V9000 Software V7.8 adds improved security with support for encryption
key management software that complies with the Key Management Interoperability Protocol
(KMIP) standards, such as IBM Security Key Lifecycle Manager (SKLM) to help centralize,
simplify, and automate the encryption key management process.

Prior to IBM FlashSystem V9000 Software V7.8, encryption was enabled only by using USB
flash drives to copy the encryption key to the system. USB flash drives have the following
characteristics:

\{

Physical access to the system is required to process a rekeying operation.

No moving parts with almost no read operations or write operations to the USB flash drive.
Inexpensive to maintain and use.

Convenient and easy to have multiple identical USB flash drives available as backups.

vvyy

Starting with IBM FlashSystem V9000 Software V7.8 you have the option to enable
encryption by configuring a key server.
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Key servers can have the following characteristics:

Physical access to the system is not required to process a rekeying operation.
Support for businesses that have security requirements not to use USB ports.
Strong key generation.

Key self-replication and automatic backups.

Implementations follow an open standard that aids in interoperability.

Audit detail.

Ability to administer access to data separately from storage devices.

vVVvyYvYyVvYVvYYyvYyyYy

Note: If you are creating a new cluster with V 7.8 you have the option to either use
USB-based encryption or key server encryption but not both. The USB flash drive method
and key server method cannot be used in parallel on the same system. Existing customers
that are currently using USB-based encryption must wait for a future release before they
can move to key server encryption. The migration of a local (USB) key to a centrally
managed key (SKLM key server) is not yet available at the time of this writing.

For more information about encryption technologies supported by other IBM storage devices,
see IBM DS8880 Data-at-rest Encryption, REDP-4500.

2.1.8 Management

IBM FlashSystem V9000 includes a single state-of-the-art IBM storage management
interface. The IBM FlashSystem V9000 single graphical user interface (GUI) and
command-line interface (CLI) are updated from previous versions of the IBM FlashSystem
products to include the IBM SAN Volume Controller CLI and GUI, which resembles the
popular IBM XIV GUI.

IBM FlashSystem V9000 also supports Simple Network Management Protocol (SNMP),
email notification (Simple Mail Transfer Protocol (SMTP)), and syslog redirection.

Figure 2-7 on page 42 shows the IBM FlashSystem V9000 GUI for a fixed building block
system.
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Figure 2-7 IBM FlashSystem V9000 GUI for a fixed building block system

Figure 2-8 shows the GUI for a fully configured scale up and scale out building block system.

For more details about the use of the IBM FlashSystem V9000 GUI and CLI, see 2.7.1,
“System management” on page 84.

= System superuser (Se

Actions = Overview

io_grp0
B
e io_grp1
iLl io_grp2 ¥
‘-.s‘-_
‘# io_grp3
]
S s T ST R
lfaces tap.ibm.com/z o Mealthstmts

Figure 2-8 IBM FlashSystem V9000 GUI for a scale up and scale out scalable building block system

The IBM Mobile Storage Dashboard, version 1.5.4, also supports IBM FlashSystem V9000.
IBM Storage Mobile Dashboard is a no-cost application that provides basic monitoring
capabilities for IBM storage systems. Storage administrators can securely check the health
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and performance status of their IBM Storage systems by viewing events and also real-time
performance metrics. You can download this application for your Apple iPhone from this page:

https://itunes.apple.com/us/app/ibm-storage-mobile-dashboard/id6778264837mt=8
Figure 2-9 shows examples of the IBM Storage Mobile Dashboard.
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Figure 2-9 IBM Storage Mobile Dashboard

2.2 Architecture of IBM FlashSystem V9000

The IBM FlashSystem V9000 architecture is explained in the following section together with
key product design characteristics, performance, and serviceability. Hardware components
are also described.

2.2.1 Overview of architecture

The IBM FlashSystem V9000 AC2 or AC3 control enclosure combines software and
hardware into a comprehensive, modular appliance that uses symmetric virtualization. Single
virtualization engines, which are known as AC2 or AC3 control enclosures, are combined to
create clusters. In a scalable solution, each cluster can contain between two and eight control
enclosures.

Symmetric virtualization is achieved by creating a pool of managed disks (MDisks) from the
attached storage systems. Those storage systems are then mapped to a set of volumes for
use by attached host systems. System administrators can view and access a common pool of
storage on the storage area network (SAN). This functionality helps administrators to use
storage resources more efficiently and provides a common base for advanced functions.

The design goals for the IBM FlashSystem V9000 are to provide the client with the fastest and
most reliable all-flash storage array on the market, while making it simple to service and
support with no downtime. The IBM FlashSystem V9000 uses hardware acceleration
techniques incorporating Field Programmable Gate Array (FPGA) components to reduce the
software stack which keeps I/O latency to a minimum and I/O performance to a maximum.
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IBM Spectrum Virtualize software

IBM FlashSystem V9000 is built with IBM Spectrum Virtualize software, which is part of the
IBM Spectrum Storage family.

Virtualization is a radical departure from traditional storage management. In traditional
storage management, storage is attached directly to a host system that controls the storage
management. SAN introduced the principle of networks of storage, but storage is still
primarily created and maintained at the RAID system level. Multiple RAID controllers of
different types require knowledge of, and software that is specific to, the specific hardware.
Virtualization provides a central point of control for disk creation and maintenance.

IBM Spectrum Virtualize is a key member of the IBM Spectrum Storage portfolio. It is a highly
flexible storage solution that enables rapid deployment of block storage services for new and
traditional workloads, on-premises, off-premises, and in a combination of both, and it is
designed to help enable cloud environments.

For more information about the IBM Spectrum Storage portfolio, see the following website:

http://www.ibm.com/systems/storage/spectrum

AE2 storage enclosure architecture

Figure 2-10 on page 45 illustrates the IBM FlashSystem V9000 AE2 storage enclosure
design. At the core of the system are the two high-speed non-blocking crossbar buses. The
crossbar buses provide two high-speed paths, which carry the data traffic, and they can be
used by any host entry path into the system. There is also a slower speed bus for
management traffic.

Connected to the crossbar buses are high-speed non-blocking RAID modules and IBM
MicroLatency modules. There is also a passive main system board (midplane) to which both
the RAID canisters and all the flash modules connect, and also connections to battery
modules, fan modules, and power supply units.

The two RAID canisters contain crossbar controllers, management modules, interface
controllers and interface adapters, and fan modules. The two RAID canisters form a logical
cluster, and there is no single point of failure in the design (assuming that all host connections
have at least one path to each canister).
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Figure 2-10 AEZ2 storage enclosure architecture

IBM FlashSystem V9000 software

The IBM FlashSystem V9000 software provides the following functions for the host systems
that attach to IBM FlashSystem V9000:

» Creates a pool of storage.

Two choices are available when the system comprises more than one AE2 storage
enclosure:

— Create a separate pool for each AE2 storage enclosure.
— Create one storage pool that spans all AE2 storage enclosures.

Important: Before deciding whether to create a single or multiple storage pools,
carefully evaluate which option best fits your solution needs, considering data
availability and recovery management.
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» Provides logical unit virtualization.

» Manages logical volumes.

IBM FlashSystem V9000 software also provides these advanced functions:
» Large scalable cache
» Copy services:

— IBM FlashCopy (point-in-time copy) function, including thin-provisioned FlashCopy to
make multiple targets affordable

— Metro Mirror (synchronous copy)
— Global Mirror (asynchronous copy)
» Data migration
» Space management

» IBM Easy Tier function to automatically migrate the most frequently used data to
higher-performance storage

» Thin-provisioned logical volumes

» Compressed volumes to consolidate storage

» HyperSwap, which enables each volume to be presented by two 1/O groups
» Microsoft Offloaded Data Transfer (ODX)

» VMware and vSphere 6.0 support

» Enhanced FlashCopy bitmap space increased

For more information about the IBM FlashSystem V9000 advanced software features, see
Chapter 3, “Advanced software functions” on page 97.

MDisks

A managed disk (MDisk) is a logical unit of physical storage. MDisks are either arrays (RAID)
from internal storage or volumes from external storage systems. MDisks are not visible to
host systems.

An MDisk might consist of multiple physical disks that are presented as a single logical disk to
the storage area network (SAN). An MDisk always provides usable blocks of physical storage
to the system even if it does not have a one-to-one correspondence with a physical disk.

Each MDisk is divided into a number of extents, which are sequentially numbered starting at O
(zero), from the start to the end of the MDisk. The extent size is a property of pools. When an
MDisk is added to a pool, the size of the extents that the MDisk is divided into depends on the
attribute of the pool to which it was added. The access mode determines how the clustered
system uses the MDisk.

Attention: If you observe intermittent breaks in links or if you replaced cables or
connections in the SAN fabric or LAN configuration, you might have one or more MDisks in
degraded status. If an I/O operation is attempted when a link is broken and the I/O
operation fails several times, the system partially excludes the MDisk and changes the
status of the MDisk to excluded. You must include the MDisk to resolve the problem.
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The MDisks are placed into storage pools where they are divided into several extents, which
are 16 - 8192 MB, as defined by the IBM FlashSystem V9000 administrator. For more
information about the total storage capacity that is manageable per system regarding the
selection of extents, see the following web page:

http://www.ibm.com/support/docview.wss?uid=ssgl1S1005250# Extents

A volume is host-accessible storage that was provisioned from one storage pool. Or, if it is a
mirrored volume, it was provisioned from two storage pools. The maximum size of an MDisk
is 1 PB. One IBM FlashSystem V9000 supports up to 4096 MDisks.

MDisks consideration for IBM FlashSystem V9000

Each MDisk from external storage has an online path count, which is the number of nodes
that have access to that MDisk. The path count represents a summary of the I/O path status
between the system nodes and the storage device. The maximum path count is the maximum
number of paths that were detected by the system at any point in the past. If the current path
count is not equal to the maximum path count, the MDisk might be degraded. That is, one or
more nodes might not see the MDisk on the fabric.

Previously with the IBM Spectrum Virtualize (2145 SAN Volume Controller Model DH8)
and previously with IBM FlashSystem V840, the leading practices stated that the back-end
storage (on SAN Volume Controller) or internal storage (in FlashSystem V840) should be
divided into 16 MDisks for the best performance.

On the IBM FlashSystem V9000, one MDisk per AE2 array is automatically created, rather
than the 16 MDisks previously used on older products.

The reason for this change can be explained in the relationship of the 1/0O throughput on the
machine, versus the number of cores and threading on the control enclosure architecture.

The control enclosures assign workloads to different cores, depending on the object that is
associated with the workload. The three categories of objects are as follows:

» Interface channel (I/O) ports
» VDisk
» MDisks

When an I/O comes in, this input is assigned to the core associated with an interface channel
port. It moves to the VDisk thread and then to the MDisk thread and finally back to an
interface channel thread, for de-staging back out of the system.

The VDisk has the most amount of work associated with it.

The redesign for IBM FlashSystem V9000 was done to enable the interface ports to use all
eight threads, but VDisks are restricted to seven threads and MDisks must all use the thread
that VDisks do not use. Tests showed that the VDisk work is approximately seven times more
than the MDisk work.

Note: Interface I/O is actually handled on all eight threads. If you do not assign in this way,
core 1 runs at only about 70%.
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Storage pool
In general, a pool or storage pool is an allocated amount of capacity that jointly contains all of
the data for a specified set of volumes. The system supports two types of pools:

>

Parent pools receive their capacity from MDisks. All MDisks in a pool are split into extents
of the same size. Volumes are created from the extents that are available in the pool.

You can add MDisks to a pool at any time either to increase the number of extents that
are available for new volume copies or to expand existing volume copies. The system
automatically balances volume extents between the MDisks to provide the best
performance to the volumes.

Child pools, instead of being created directly from MDisks, are created from existing
capacity that is allocated to a parent pool. As with parent pools, volumes can be created
that specifically use the capacity that is allocated to the child pool. Child pools are similar
to parent pools with similar properties and can be used for volume copy operation.

Child pools are created with fully allocated physical capacity. The capacity of the child pool
must be smaller than the free capacity that is available to the parent pool. The allocated
capacity of the child pool is no longer reported as the free space of its parent pool.

Consider the following general guidelines when you create or work with a child pool:

>

Child pools can be created and changed with the command-line interface or through the
IBM Spectrum Control when creating VMware vSphere Virtual Volumes. You can use the
management GUI to view child pools and their properties.

On systems with encryption enabled, child pools can be created to migrate existing
volumes in non-encrypted pool to encrypted child pools. When you create a child pool
after encryption is enabled, an encryption key is created for the child pool even when the
parent pool is not encrypted. You can then use volume mirroring to migrate the volumes
from the non-encrypted parent pool to the encrypted child pool.

As with parent pools, you can specify a warning threshold that alerts you when the
capacity of the child pool is reaching its upper limit. Use this threshold to ensure that
access is not lost when the capacity of the child pool is close to its allocated capacity.

Ensure that any child pools that are associated with a parent pool have enough capacity
for the volumes that are in the child pool before removing MDisks from a parent pool. The
system automatically migrates all extents that are used by volumes to other MDisks in the
parent pool to ensure data is not lost.

You cannot shrink the capacity of a child pool below its real capacity. The system uses
reserved extents from the parent pool that use multiple extents. The system also resets
the warning level when the child pool is shrunk and issues a warning if the level is reached
when the capacity is shrunk.

The system supports migrating a copy of volumes between child pools within the same
parent pool or migrating a copy of a volume between a child pool and its parent pool.
Migrations between a source and target child pool with different parent pools are not
supported. However, you can migrate a copy of the volume from the source child pool to its
parent pool. The volume copy can then be migrated from the parent pool to the parent pool
of the target child pool. Finally, the volume copy can be migrated from the target parent
pool to the target child pool.

To track the space that is available on an MDisk, the system divides each MDisk into chunks
of equal size. These chunks are called extents and are indexed internally. Extent sizes can be
16, 32, 64, 128, 256, 512, 1024, 2048, 4096, or 8192 MB. The choice of extent size affects
the total amount of storage that is managed by the system.
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At any point in time, an MDisk can be a member in one storage pool only, except for image
mode volumes. Image mode provides a direct block-for-block translation from the MDisk to the
volume by using virtualization. Image mode enables the virtualization of MDisks that already
contain data that was written directly and not through an IBM FlashSystem V9000; rather, it
was created by a direct-connected host.

Each MDisk in the storage pool is divided into several extents. The size of the extent is
selected by the administrator when the storage pool is created and cannot be changed later.
The size of the extent is 16 - 8192 MB.

Tip: A preferred practice is to use the same extent size for all storage pools in a system.
This approach is a prerequisite for supporting volume migration between two storage
pools. If the storage pool extent sizes are not the same, you must use volume mirroring to
copy volumes between pools.

IBM FlashSystem V9000 limits the number of extents in a system to 222 = -4 million.

Because the number of addressable extents is limited, the total capacity of an IBM
FlashSystem V9000 system depends on the extent size that is chosen by the administrator.

The capacity numbers that are specified in Table 2-6 for an IBM FlashSystem V9000 assume
that all defined storage pools were created with the same extent size.

Table 2-6 Extent size-to-address ability matrix

Extent Maximum non Maximum Maximum MDisk Total storage
size thin-provisioned volume | thin-provisioned capacity in GB capacity manageable
(MB) capacity in GB volume capacity in GB per system
16 2,048 ( 2TB) 2,000 2,048( 2TB) 64 TB

32 4,096 ( 4TB) 4,000 4,096 ( 4TB) 128 TB

64 8,192 ( 8TB) 8,000 8,192( 8TB) 256 TB

128 16,384 ( 16 TB) 16,000 16,384 ( 16 TB) 512 TB

256 32,768 ( 32 TB) 32,000 32,768 ( 32TB) 1 PB

512 65,536 ( 64 TB) 65,000 65,536 ( 64 TB) 2 PB

1024 131,072 (128 TB) 130,000 131,072 ( 128 TB) 4 PB

2048 262,144 (256 TB) 260,000 262,144 ( 256 TB) 8 PB

4096 262,144 (256 TB) 262,144 524,288 ( 512 TB) 16 PB

8192 262,144 (256 TB) 262,144 1,048,576 (1,024 TB) 32 PB

Notes:

» The total capacity values amount assumes that all of the storage pools in the system
use the same extent size.

» For most systems, a capacity of 1 - 2 PB is sufficient. A preferred practice is to use
256 MB for larger clustered systems. The default extent size is 1024 MB.

For more information, see IBM System Storage SAN Volume Controller and Storwize V7000
Best Practices and Performance Guidelines, SG24-7521.

Chapter 2. FlashSystem V9000 architecture

49




50

Volumes
A volume is a logical disk that the system presents to attached hosts.

Hosts and application servers access volumes instead of directly connecting to flash storage
modules.

You can create different types of volumes, depending on the type of topology that is
configured on your system. For example, in standard topology, which is single-site
configuration, you can create basic, mirrored, or custom volumes. If you have a HyperSwap
topology, which is two-site configuration, you can create basic, HyperSwap, or custom
volumes. For each of these volume types you can specify specific details, such as a method
of capacity savings for the volumes. The system supports compression and thin provisioning
to save space on volumes. With compressed volumes, data is compressed as it is written to
the volume, which saves capacity on the volume. Thin provisioning creates a volume with
more virtual than real capacity which allows the capacity to grow as it is needed.

Each volume copy can be one of the following types:
» Striped
Striped volumes have the following characteristics:

— A volume copy that has been striped is at the extent level. One extent is allocated, in
turn, from each MDisk that is in the storage pool. For example, a storage pool that has
10 MDisks takes one extent from each MDisk. The 11th extent is taken from the first
MDisk, and so on. This procedure, known as round-robin, is similar to RAID-0 striping.

— You can also supply a list of MDisks to use as the stripe set. This list can contain two or
more MDisks from the storage pool. The round-robin procedure is used across the
specified stripe set.

Attention: By default, striped volume copies are striped across all MDisks in the
storage pool. If some of the MDisks are smaller than others, the extents on the smaller
MDisks are used up before the larger MDisks run out of extents. Manually specifying
the stripe set in this case might result in the volume copy not being created.

If you are unsure if enough sufficient free space is available to create a striped volume
copy, select one of the following options:

— Check the free space on each MDisk in the storage pool by using the 1sfreeextents
command.

— Let the system automatically create the volume copy by not supplying a specific stripe
set.

» Sequential

When extents are selected, they are allocated sequentially on one MDisk to create the
volume copy if enough consecutive free extents are available on the chosen MDisk.

» Image

Image volumes have the following characteristics:

— Image-mode volumes are special volumes that have a direct relationship with one
MDisk. If you have an MDisk that contains data that you want to merge into the
clustered system, you can create an image-mode volume. When you create an
image-mode volume, a direct mapping is made between extents that are on the MDisk
and extents that are on the volume. The MDisk is not virtualized. The logical block
address (LBA) x on the MDisk is the same as LBA x on the volume.
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— When you create an image-mode volume copy, you must assign it to a storage pool. An
image-mode volume copy must be at least one extent in size. The minimum size of an
image-mode volume copy is the extent size of the storage pool to which it is assigned.

— The extents are managed in the same way as other volume copies. When the extents
have been created, you can move the data onto other MDisks that are in the storage
pool without losing access to the data. After you move one or more extents, the volume
copy becomes a virtualized disk, and the mode of the MDisk changes from image to
managed.

Attention: If you add a managed mode MDisk to a storage pool, any data on the MDisk is
lost. Ensure that you create image-mode volumes from the MDisks that contain data before
you start adding any MDisks to storage pools.

Volume states
A volume can be in one of three states:

»

Online

At least one synchronized copy of the volume is online and available if both nodes in the
I/O group can access the volume. A single node can access a volume only if it can access
all the MDisks in the storage pool that are associated with the volume.

Offline

The volume is offline and unavailable if both nodes in the I/O group are missing, or if none
of the nodes in the 1/O group that are present can access any synchronized copy of the
volume. The volume can also be offline if the volume is the secondary of a Metro Mirror or
Global Mirror relationship that is not synchronized. A thin-provisioned volume goes offline
if a user attempts to write an amount of data that exceeds the available disk space.

Degraded

The status of the volume is degraded if one node in the 1/O group is online and the other
node is either missing or cannot access any synchronized copy of the volume.

Note: If you have a degraded volume and all of the associated nodes and MDisks are
online, call the IBM Support Center for assistance.

Cache modes options

You can select to have read and write operations stored in cache by specifying a cache mode.
You can specify the cache mode when you create the volume. After the volume is created,
you can change the cache mode. The following cache mode options are available:

»

Readwrite

All read and write I/O operations that are performed by the volume are stored in cache.
This is the default cache mode for all volumes.

Readonly
All read /O operations that are performed by the volume are stored in cache.
None

All read and write 1/0 operations that are performed by the volume are not stored in cache.
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Compressed volumes

When you create volumes, you can specify compression as a method to save capacity for the
volume. With compressed volumes, data is compressed as it is written to disk, saving more
space. Real-time Compression is licensed through the IBM FlashSystem V9000 base license
option 5639-RB7.

Fully allocated volumes

A fully allocated volume contains both virtual capacity and real capacity, which are set when
you create the volume.

Mirrored volumes

By using volume mirroring, a volume can have two physical copies. Each volume copy can
belong to a different pool, and each copy has the same virtual capacity as the volume.

In the management GUI, an asterisk (*) indicates the primary copy of the mirrored volume.
The primary copy indicates the preferred volume for read requests.

HyperSwap volumes

HyperSwap volumes create copies on separate sites for systems that are configured with
HyperSwap topology. Data that is written to a HyperSwap volume is automatically sent to
both copies so that either site can provide access to the volume if the other site becomes
unavailable. HyperSwap volumes are supported on Storwize systems that contain more
than one I/O group.

Thin-provisioned volumes

When you create a volume, you can designate it to be thin-provisioned to save capacity for
the volume. A thin-provisioned volume typically has higher virtual capacity than used capacity.

Virtual volumes

The system supports VMware vSphere Virtual Volumes, sometimes referred to as VVols,
which allow VMware vCenter to automate the management of system objects like volumes
and pools.

IBM Knowledge Center has more detailed information:
https://ibm.biz/BdsinK

Remote Mirror and HyperSwap

Remote Mirroring Software allows the use of Metro Mirror and Global Mirror functions.

This function enables you to set up a relationship between volumes on two systems, so

that updates that are made by an application to one volume are mirrored on the other volume.
The volumes can be in the same system or on two different systems. The function provides
storage system-based data replication by using either synchronous or asynchronous data
transfers over Fibre Channel communication links.

Remote Mirroring Software provides the following advanced functions:
» Metro Mirror

Maintains a fully synchronized copy at metropolitan distances (up to 300 km).
» Global Mirror

Operates asynchronously and maintains a copy at much greater distances (up to
8000 km).
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» Global Mirror with change volumes

This is the term for the asynchronous remote copy of a locally and remotely created
FlashCopy. All functions support VMware Site Recovery Manager to help speed disaster
recovery.

IBM FlashSystem V9000 remote mirroring interoperates with other IBM FlashSystem
V9000, V840, SAN Volume Controller and V7000 storage systems.

HyperSwap

HyperSwap capability enables each volume to be presented by two 1/O groups. The
configuration tolerates combinations of node and site failures, using a flexible choice of
host multipathing driver interoperability. In this usage, both the IBM FlashSystem V9000
control enclosure and the storage enclosure identify and carry a site attribute.

The site attributes are set during the initial cluster formation where the human operator
designs the site in which the equipment is. This is then used later when performing
provisioning operations to easily automate the creation of a VDisk that has multi-site
protection.

The HyperSwap function uses the following capabilities:

— Spreads the nodes of the system across two sites, with storage at a third site acting as
a tie-breaking quorum device.

— Locates both nodes of an I/O group in the same site. Therefore, to get a volume
resiliently stored on both sites, at least two 1/0O groups are required.

— Uses additional system resources to support a full independent cache on each site,
enabling full performance even if one site is lost. In some environments, a HyperSwap
topology provides better performance than a stretched topology.

Hosts, IBM FlashSystem V9000 control enclosures, and IBM FlashSystem V9000 storage
enclosures are in one of two failure domains (sites), and volumes are visible as a single
object across both sites (/O groups).

Figure 2-11 shows an overview of the HyperSwap capability.

[—-.-.i — r_____:___;!-] 1|
Vol-1p | Vol-2s Vol-1s| Vo

Figure 2-11 HyperSwap overview
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Figure 2-11 on page 53 shows the following components:

— Each primary volume (denoted by the “p” in the volume name) has a secondary volume
(denoted by the “s” in the volume name) on the opposite 1/0 group.

— The secondary volumes are not mapped to the hosts.
— The dual write to the secondary volumes is handled by the IBM FlashSystem V9000
HyperSwap function, and is transparent to the hosts.
The following list summarizes the main characteristics of the HyperSwap function:

» The HyperSwap function is available on an IBM FlashSystem V9000 running software
version 7.6 and later, and with two or more 1/O groups.

» IBM FlashSystem V9000 software version 7.7.1 supports HyperSwap management
through GUI and CLI.

» Data is stored on two sites in parallel.
» The maximum distance between sites is 300 kilometers (km).

» Two independent copies of data are maintained (four if you use additional volume
mirroring to two pools in each site).

» HyperSwap uses a standard host multipathing driver.
» Cache data is retained if only one site is online.
» Automatically synchronizes and resynchronizes copies.

» Automatic host-to-storage-system path optimization, based on host site (requires
Asymmetric Logical Unit Access/Target Port Groups Support (ALUA/TPGS) support from
the multipathing driver.

» Stale-consistent data is retained during resynchronization for disaster recovery.
» The maximum number of highly available volumes is 1024.

» Requires a remote mirroring license for volumes. Exact license requirements can vary by
product.

For additional information and examples of the HyperSwap function, see Chapter 11, “IBM
HyperSwap” on page 485.

System management

The IBM FlashSystem V9000 AC2 or AC3 control enclosures in a clustered system operate
as a single system. A single point of control is provided for both management and service
activities. System management and error reporting are provided through an Ethernet
interface to one of the AC2 or AC3 control enclosures in the system, called the configuration
node. The AC2 or AC3 control enclosures run a web server and provides a CLI.

The configuration node is a role that any AC2 or AC3 control enclosures can take. If the
current AC2 or AC3 control enclosures fails, a new configuration node is automatically
selected from the remaining nodes. Each node also provides a CLI and web interface for
initiating hardware service actions.
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2.2.2 Hardware components

Each IBM FlashSystem V9000 AC2 or AC3 control enclosures is an individual server in an
IBM FlashSystem V9000 clustered system (I/O group) on which the IBM FlashSystem V9000
software runs. These control enclosures are organized into 1/0 groups; each I/O group is
made up of a pair of either AC2 or AC3 control enclosures.

An I/O group takes the storage that is presented to it by the AE2 storage enclosures as
MDisks, adds these to pools, and translates the storage into logical disks (volumes) that are
used by applications on the hosts. An AC2 or AC3 control enclosure is in only one 1/0O group
and provides access to the volumes in that I/O group.

These are the core IBM FlashSystem V9000 components:

Canisters

Interface cards

IBM MicroLatency modules
Battery modules

Power supply units

Fan modules
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Figure 2-12 shows the IBM FlashSystem V9000 front view. The 12 IBM MicroLatency
modules are in the middle of the unit.

Figure 2-12 IBM FlashSystem V9000 front view
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Figure 2-13 shows the IBM FlashSystem V9000 rear view. The two AC2 or AC3 control
enclosures are at the top and bottom, with the AE2 storage controller in the middle. All power

supply units are to the right (small units).
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Figure 2-13 IBM FlashSystem V9000 rear view

Figure 2-14 shows the IBM FlashSystem V9000 AC3 control enclosure rear view.

Figure 2-14 IBM FlashSystem AC3 control enclosure rear view

Note: Several interface options are available for the AC2 and AC3 control enclosures,
which are not shown in Figure 2-13 on page 56 and Figure 2-14 on page 56.

2.2.3 Power requirements

IBM FlashSystem V9000 is green data center friendly. The IBM FlashSystem V9000 building
block uses only 3100 W of power under maximum load, and uses six standard single phase
(100v - 240v) electrical outlets, two per AC2 orAC3 storage controller and two for the AE2
storage enclosure. Plan to attach each of the two power supplies in each of the enclosures, to

separate main power supply lines.

The IBM FlashSystem V9000 maximum configuration, with four scalable building blocks and
four additional AE2 storage enclosures, consumes 17900 W of power under maximum load.

56 Introducing and Implementing IBM FlashSystem V9000



AE2 storage enclosure: The 1300 W power supply for high-line voltage provides the AE2
storage enclosure with high power to run at maximum performance for longer durations
during power supply servicing, resulting in more predictable performance under
unexpected failure conditions. Optimal operation is achieved when operating between
200V - 240V (nominal). The maximum and minimum voltage ranges (Vrms) and
associated high line AC ranges are as follows:

» Minimum: 180V
» Nominal: 200 - 240V
» Maximum: 265V

Using two power sources provides power redundancy. The suggestion is to place the two
power supplies on different circuits.

Important: The power cord is the main power disconnect. Ensure that the socket outlets
are located near the equipment and are easily accessible.

2.2.4 Physical specifications

The IBM FlashSystem V9000 installs in a standard 19-inch equipment rack. The IBM
FlashSystem V9000 building block is 6U high and 19 inches wide. A standard data 42U
19-inch data center rack can be used to be populated with the maximum IBM FlashSystem
V9000 configuration to use up to 36U.

The IBM FlashSystem V9000 has the following physical dimensions:
» IBM FlashSystem V9000 control enclosure (AC2) each:

— Width: 445 mm (17.5 in); 19-inch Rack Standard

— Depth: 746 mm (29.4 in)

— Height: 86 mm (3.4 in)

— Weight: 22.0 kg (48.4 Ib)

— Airflow path: Cool air flows into the front of unit (intake) to rear of unit (exhaust)
— Heat dissipation: 3480.24 BTU per hour

» IBM FlashSystem V9000 control enclosure (AC3) each:

— Width: 447.6 mm (17.62 in); 19-inch Rack Standard

— Depth:801 mm (31.54 in)

— Height: 87.5 mm (3.44 in.)

— Weight: 23.8 kg (52.47 Ib)

— Airflow path: Cool air flows into the front of unit (intake) to rear of unit (exhaust)

» Heat dissipation: 3480.24 BTU per hour
» IBM FlashSystem V9000 storage enclosure (AE2):

— Width: 445 mm (17.6 in); 19-inch rack standard

— Depth: 761 mm (29.96 in)

— Height: 86.2 mm (3.39 in)

— Weight (maximum configuration is 12 flash modules): 34 kg (75 Ib)

— Airflow path: Cool air flows into the front of unit (intake) to rear of unit (exhaust)
— Heat dissipation: 1194 BTU (maximum configuration RAID 5)
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Table 2-7 lists the specifications for the configuration of IBM FlashSystem V9000.

Table 2-7 IBM FlashSystem V9000 configuration specifications

IBM FlashSystem V9000

Models

9846/8-AC3 and 9846/8-AE2

Flash type

MLC enhance by IBM

Flash module configuration

4x12TB,6x1.2TB,8x1.2TB,10x1.2TB,12x1.2TB,6x2.9TB,8x2.9TB, 10 x
297TB,12x29TB,6x5.7TB,8x5.7TB,10x 5.7 TB, 12x 5.7 TB

Maximum internal flash
capacity

» Scalable from 2.2 TB (usable) up to 456 TB with full scale-out of 8 control and
8 storage enclosures (8x8).
From 12 TB to 2.2 PB with full scale-out of control enclosures and storage

enclosures (at 80% reduction with Real-time Compression).

Maximum expansion
enclosure capacity

Up to 80 standard expansion enclosures (up to 20 per controller pair)

A 9846/9848-12F SAS expansion enclosure contains up to 12 3.5-inch NearLine
SAS HDDs (8 TB or 10 TB)

Up to 9.6PB raw capacity using NL-SAS HDDs ( 9846/8-12F )

A 9846/9848-24F SAS expansion enclosure contains up to 24 2.5-inch SSDs.
(1.97TB, 3,8 TB, 7.7 TB, 15.4 TB)

Up to 29.4 PB raw capacity using SSDs ( 9846/8-24F )

Up to 32 high density expansion enclosures (up to 8 per controller pair)
9846/8-92F SAS expansion enclosure contains up to 92 3.5-inch or 2.5-inch
NL-SAS or SSD drives. (8 TB, 10 TB, 1.9 TB, 3,8 TB, 7.7 TB, 15.4 TB)

Up 29.4 PB of raw NL-SAS HDD capacity and 32PB of raw SSD capacity is
supported. (9846/8-92F)

Maximum external
storage capacity

Up to 32 PB usable capacity (requires External Virtualization).

Maximum Performance: Per

building block (100% read, cache miss)

Latency (4 K) 180 ps
IOPS (4 K) 750,000
Bandwidth (256 K) 9.5 GBps

Maximum Performance: Scaled out (100% read, fully scaled out with four building blocks)

Minimum Latency (4 K) 180 ps
IOPS (4 K) 3,000,000
Bandwidth (256 K) 68 GBps
Data reduction IOPS (4 K) 1,200,000
Reliability, availability, and » Two-dimensional flash RAID
serviceability (RAS) » Module-level IBM Variable Stripe RAID
features » System-level RAID 5 across modules
» Hot-swappable flash modules
» Tool-less module installation/replacement
» Concurrent code load
» Redundant and hot-swappable components

Supported platforms

Information about servers, operating systems, host adapters, and connectivity products that are
supported by FlashSystem products is available at the SSIC web page:
http://www.ibm.com/systems/support/storage/config/ssic

Encryption

Data-at-rest AES-XTS 256
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IBM FlashSystem V9000 host
connectivity options per
building block

» 32 x 16/8/4 Gb Fibre Channel
» 8 x 10 Gb Fibre Channel over Ethernet (FCoE)
» 8x10GbiSCSI

Virtualization software
model

5639-RB7

Tiered Solution Models

9846/8-12F, 9846/8-24F, 9846/8-92F

Shared symmetric
multiprocessing (SMP)
processor configuration

Two Intel Xeon E5 v4 series 8-core 3.2 GHz processors

Controller memory

64 GB standard, up to 256 GB option (per controller and supported in future releases
of code)

Dimensions (height x width
x depth)

6U x 445 mm x 761 mm (6U x 17.5in. x 29.96 in.)

Weight (V9000 single block)

78 kg (171.8 Ib.) fully loaded

Weight (Expansion
enclosure Model 12F)

Fully configured: 26.7 kg (58.76 Ib)

Weight (Expansion
enclosure Model 24F)

Fully configured: 27.3 kg (60.19 Ib)

2.3 Control enclosure (AC2)

The IBM FlashSystem V9000 AC2 control enclosures are based on IBM System x server
technology. Each AC2 control enclosure has the following key hardware features:

» Two Intel Xeon E5 v2 Series eight-core processors with 64 GB memory

» 16 Gb FC, 8 Gb FC, 10 Gb Ethernet, and 1 Gb Ethernet I/O ports for FC, iSCSI, and FCoE

connectivity

» Hardware-assisted compression acceleration (optional feature)

» Two integrated battery units

» 2U, 19-inch rack mount enclosure with ac power supplies

The AC2 control inclosure includes three 1 Gb Ethernet ports standard for iSCSI connectivity.
It can be configured with up to four I/O adapter features providing up to eight 16 Gb FC ports,
up to twelve 8 Gb FC ports, or up to four 10 Gb Ethernet (iISCSI or Fibre Channel over
Ethernet (FCoE)) ports. See the IBM FlashSystem V9000 documentation:

https://ibm.biz/BdsqVb

Real-time Compression workloads can benefit from the IBM FlashSystem V9000 with two
8-core processors with 64 GB of memory (total system memory). Compression workloads
can also benefit from the hardware-assisted acceleration offered by the addition of two
Compression Acceleration Cards.

The front panel unit contains a dual-battery pack with its backplane acting as an
uninterruptible power supply to the AC2. Batteries are fully redundant and hot-swappable.
An AC2 is able to operate with one healthy battery, however it is logged and the control
enclosure becomes degraded, but it still continues 1/0 operations.
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The AC2 control enclosure hardware layout is presented in Figure 2-15.

- PCle Riser cards

PSUs

Boot drives
- Batteries

Figure 2-15 AC2 control enclosure

Figure 2-16 illustrates the back view of the AC2 control enclosure.

HIC slots

Mgmt ports 750W PSUs

1 GB iSCSI ports 4 USB ports

IMM Port
Technician Port

Figure 2-16 Rear view of AC2 control enclosure
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2.3.1 1/O connectivity

IBM FlashSystem V9000 offers various options of 1/O cards for installation and configuration.
The 2U rack-mount form factor of the AC2 enables the control enclosure to accommodate up
to six PCle Gen3 cards for I/O connectivity or compression support. The rear view of the AC2

is shown in Figure 2-17.

Figure 2-17 Rear view of AC2 control enclosure

Slots 4 - 6 are internally attached to processor 2, and are available with both processors and
64 GB of total memory installed in the AC2 control enclosure node.

The 1/O card installation options for an IBM FlashSystem V9000 fixed building block are

outlined in Table 2-8.

Table 2-8 Layout for IBM FlashSystem V9000 fixed building block

Top of node

Processor 1 attachment

Processor 2 attachment

Slot 1: I/O card (8 Gbps)

Slot 4: Compression Acceleration Card (optional)

Slot 2: I/O card (8 Gbps)

Slot 5: I/O card (8 Gbps)

Slot 3: Not used

Slot 6: Compression Acceleration Card (optional)

The I/O card installation options for an IBM FlashSystem V9000 16 Gbps scalable building

block are outlined in Table 2-9.

Table 2-9 Layout for IBM FlashSystem V9000 16 Gbps scalable building block

Top of node

Processor 1 attachment

Processor 2 attachment

Slot 1: I/O card (16 Gbps)

Slot 4: Compression Acceleration Card (optional)

Slot 2: Adapter for host connections only. Options
include:
» Four port 8 Gbps FC adapter
» Two port 16 Gbps FC adapter
» Four port 10 Gbps Ethernet adapter
(FCoE or iSCSI)
» Four port SAS expansion enclosure adapter

Slot 5: Adapter for host connections only. Options
include:
» Four port 8 Gbps FC adapter
» Two port 16 Gbps FC adapter
» Four port 10 Gbps Ethernet adapter
(FCoE or iSCSI)

Slot 3: 1/O card (16 Gbps)

Slot 6: Compression Acceleration Card (optional)
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Important: For IBM FlashSystem V9000 V7.5 release of code, the AC2 supports direct FC
adapter connection to the hosts at 16 Gbps without a switch. At the time of the writing of
this book, the only restriction is that AIX hosts are not supported with this direct connect.

For details, see Chapter 6, “Installation and configuration” on page 231 and 6.3, “Installing the
hardware” on page 233.

2.3.2 Compression Acceleration Card

62

Compressed volumes are a special type of volume where data is compressed as it is written
to disk, saving more space. The AC2 control enclosures must have two Compression
Acceleration Cards installed to use compression. Enabling compression on the IBM
FlashSystem V9000 does not affect non-compressed host to disk 1/0 performance.

Figure 2-18 shows the Compression Acceleration Card and its possible placement in the AC2
control enclosures.

Compression
Accelerator card

Figure 2-18 Placement of Compression Acceleration Cards

Remember: To use compression, two Compression Acceleration Cards are compulsory
for each AC2 control enclosure in an IBM FlashSystem V9000.

For an IBM FlashSystem V9000 with no Compression Acceleration Cards, an attempt to
create a compressed volume fails.

A fully equipped IBM FlashSystem V9000 building block with four compression accelerators
supports up to 512 compressed volumes.
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2.3.3 Technician port

The purpose and key benefit of the IBM FlashSystem V9000 technician port is to simplify and
ease the initial basic configuration of the system by the local administrator or by service
personnel. The technician port is marked with the letter “T” (Ethernet port 4) as depicted in
Figure 2-19.

Technician port (192.168.0.1)

Figure 2-19 Location of technician port

To initialize a new system, you must connect a personal computer to the technician port on
the rear of one of the AC2 control enclosures in the solution and run the initialization wizard.
This port runs a Dynamic Host Configuration Protocol (DHCP) server to facilitate service and
maintenance that is ready to use in lieu of the front panel. Be sure that your computer has
DHCP enabled, otherwise manually provide these settings:

» |P address setto 192.168.0.2
» Network mask set to 255.255.255.0,
» Gateway setto0 192.168.0.1.

Attention: Never connect the technician port to a switch. If a switch is detected, the
technician port connection might shut down, causing an AC2 error 746 in the log.

If the node has Candidate status when you open the web browser, the initialization wizard is
displayed. Otherwise, the service assistant interface is displayed. The procedure of the initial
configuration is described in Chapter 6, “Installation and configuration” on page 231.

2.3.4 Battery backup

The AC2 control enclosure has two hot-swappable batteries in the front of the enclosure, with
the battery backplane at the back of battery drawers. See Figure 2-20 for details.

SAN Volume Controller

Battery 1 Battery 2 System indicators

Figure 2-20 Position of batteries in AC2 control enclosure
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The AC2 battery units provide these items:

» Dual batteries per AC2.

They are hot-swappable.

Designed as redundant within as AC2 control enclosure.
Batteries incorporate a test load capability.

Each battery has its own fault LED indicator.
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The AC2 control enclosure is designed for two batteries, but continues to operate on a single
battery. To achieve maximum redundancy and to get the full life rating of the cells, the system
needs to run with both batteries. Running with a single battery results in almost a full
discharge and places a higher discharge current on the cells, which leads to a reduced
capacity after several cycles. Running with just one battery is a degraded state and a node
error event is logged to ensure the missing or failed battery is replaced.

An AC2 control enclosure is able to continue operation with one failed battery, although after
an AC power failure, the node might have to wait for the battery to charge before resuming
host 1/0O operation.

2.4 Control enclosure (AC3)

IBM FlashSystem V9000 control enclosure model AC3 is a component of the IBM
FlashSystem V9000 storage system that provides increased performance and additional
storage capacity.

The IBM FlashSystem V9000 control enclosure is a purpose-built 2U 19-inch rack-mount
enclosure with two AC power supplies, two backup batteries, and dual SSD boot drives.
The control enclosure provides up to eight 16 Gb Fibre Channel ports to connect to IBM
FlashSystem V9000 storage enclosures, either directly (with the fixed building block)

or through SAN switches (with the scalable building block).

Figure 2-21 shows the front view of the IBM FlashSystem V9000 AC3 controller.

Figure 2-21 IBM FlashSystem V9000 AC3 control enclosure front view
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IBM FlashSystem V9000 control enclosure model AC3 has the following features:

» Two eight-core processors with 64 GB memory standard, and options to increase memory
up to 256 GB.

» 16 Gb Fibre Channel (FC) and 10 Gb iSCSI and Fibre Channel over Ethernet (FCoE)
connectivity options.

» Hardware-assisted compression acceleration for Real-time Compression workloads.

» Capability for adding into existing clustered systems with previous generation IBM
FlashSystem V9000 control enclosures.
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» Up to 20 SAS attached expansion enclosures are supported per IBM FlashSystem V9000
controller pair, providing up to 480 HDD type drives with expansion Model 24F and up to
240 low cost SSD drives with expansion Model 12F.

» Up to eight high-density enclosures are supported per IBM FlashSystem V9000 controller
pair, providing up to 736 HDD or SDD drives with expansion Model 92F.

Figure 2-22 shows the IBM FlashSystem V9000 AC3 control enclosure rear view.

Figure 2-22 Rear view of IBM FlashSystem V9000 AC3 control enclosure

IBM FlashSystem V9000 Control Enclosure Model AC3 requires IBM FlashSystem V9000
Software V7.7.1 or later for operation. Use of the software is entitled through the IBM
FlashSystem V9000 base license option 5639-RB7.

Battery backup units and front view information
Figure 2-23 shows the IBM FlashSystem AC3 control enclosure front view.

Figure 2-23 ACS3 control enclosure front view

The numbers in Figure 2-23 refer to the following items:

1. Battery backup unit 1

2. Battery backup unit 2

3. SSDs drive slots from 1to 8
4. Control enclosure LEDs

Battery backup unit considerations:

» Each AC3 control enclosure in the system contains two batteries that provide backup
power to that enclosure. The battery within a control enclosure supplies power only to that
control enclosure.

» If power to an AC3 control enclosure node is lost, the system starts to save critical data
after a 5-second wait. The saving of critical data runs to completion, even if power is
restored during this time. If the power outage is shorter than 5 seconds, the battery
continues to support the node and critical data is not saved.

The canister batteries in an AC3 control enclosure periodically discharge and charge again to
maintain the battery life.
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Figure 2-24 shows AC3 control enclosure detailed rear view information.

PCle Expansion slots

Serial port

Figure 2-24 ACS3 control enclosure detailed rear view

AC3 control enclosure internal view

The internal components of the AC3 control enclosure (for example, a fan, CPU, DIMM, or
PCle adapter) only need to be accessed if they must be replaced.

Figure 2-25 shows the location and ID numbers of the fan modules in the AC3 control
enclosure, in this case fan IDs from 1 to 6.

Figure 2-25 ACS3 control enclosure view from the front of the unit with fan IDs 1 - 6
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Figure 2-26 shows the location and some of the slot numbers of the DIMM modules, in this
case bank slots A0 and CO. The black air baffle was removed to reveal the CPU and DIMM.

Figure 2-26 ACS3 control enclosure internal view from the rear of the unit, with 4 DIMM installed using
bank0

Figure 2-27 shows the location and ID numbers of the processors, in this case processor 0
and processor 1. The black air baffle was removed to reveal the CPU and the DIMM.
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Figure 2-27 AC3 control enclosure internal view from the rear of the unit, with Processor ID and 1
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AC3 control enclosure features
The AC3 control enclosures have the following features:

>

>

>

»

2U form factor.

Redundant hardware components and modules.
Hot-replaceable modules.

Two (mirrored) boot drives.

Integrated Ethernet ports.

PCle adapter slots.

Boot drives: 2 SSDs.

Dual redundant power supplies.

Dual redundant batteries.

A dedicated technician port to initialize or service the system.
A 19-inch rack-mounted enclosure.

Two eight-core processors.

64 GB base memory per processor. Optionally, by adding 64 GB of memory, the processor
can support 128 GB, 192 GB, or 256 GB of memory.

Eight small form factor (SFF) drive bays at the front of the control enclosure.
Support for various optional host adapter cards, including these:

— 4-port 16 Gbps Fibre Channel adapter cards
— 4-port 10 Gbps Fibre Channel over Ethernet (FCoE) adapter cards for host attachment
— 4-port 12 Gbps SAS cards to attach to expansion enclosures

Support for iSCSI host attachment (10 Gbps Ethernet).
Support for expansion enclosures to attach additional drives:

— 9846/9848-24F to house up to 24 SFF flash drives
— 9846/9848-12F to house up to 12 large form factor LFF HDD
— 9846/9848-92F to house up to 92 SFF or LFF drives

Support for optional Compression Accelerator cards for IBM Real-time Compression.
Support for up to four adapter cards, including:
— 8 Gbps and 16 Gbps Fibre Channel adapter cards

— 10 Gbps iSCSI and 10 Gbps Fibre Channel over Ethernet adapter cards for host
attachment

— (Optional) IBM Real-time Compression

I/0 connectivity

IBM FlashSystem V9000 offers various options of I/O cards for installation and configuration.
The 2U rack-mount form factor of the AC3 control enclosure enables it to accommodate up to
seven available PCle Geng3 cards for /O connectivity or compression support. The AC3
control enclosure has eight physical PCle adapter slots, but slot 1 is not supported for use.
Therefore, up to seven PCle adapters can be installed in the enclosure.
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Figure 2-28 shows the AC3 control enclosure PCle slot numbers 1 - 8.

Figure 2-28 ACS3 control enclosure PCle slot numbers 1 - 8

Table 2-10 shows the PCle slot number and adapter type.

Table 2-10 AC3 control enclosure PCle slot number and adapter type

PCle slot

Adapter type

1

Not supported for use

SAS

Fibre Channel or Ethernet

Fibre Channel or Ethernet

Compression accelerator

Fibre Channel or Ethernet

Fibre Channel or Ethernet

| N|]o|la| | ®]|DN

Compression accelerator

Integrated Ethernet port

Ethernet ports that can be used for management connections are provided on the system

board, accessed from the rear of the control enclosure.

Figure 2-29 shows the location and numbers of the integrated Ethernet ports.

Technician port

The purpose and key benefit of the IBM FlashSystem V9000 technician port is to simplify and

ease the initial basic configuration of the system by the local administrator or by service

personnel. The technician port is marked with the letter “T” (Ethernet port 4) as depicted in

Figure 2-29.

Figure 2-29 ACS3 control enclosure rear view, technician port
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AC3 control enclosure Fibre Channel port numbers and WWPNs

The Fibre Channel (FC) port numbers and worldwide port names (WWPNs) depend on the
type of adapters that are installed in the control enclosure.

The WWPNs are assigned as follows: 500507680 f<P>XXXX

In that assignment, the values have the following meanings:

5 The IEEE Network Address Authority field format number. This value identifies a
registered port name.

005076 The Organizationally Unique Identifier (OUI) for IBM.

80f The product unique identifier for an AC3 control enclosure.
<P> The port ID number.
XXXX A unique number for each AC3 control enclosure in the system.

Figure 2-30 shows the FC port numbers for the IBM FlashSystem AC3 control enclosure.

sv100014

Figure 2-30 ACS3 control enclosure FC port numbers

Table 2-11 lists the WWPNs for each FC port in an AC3 control enclosure.

Table 2-11 Standard WWPNs

ID Slot | Port | Primary Host

1 3 1 500507680f01xxxx 500507680f81xxxx
2 3 2 500507680f02xxxx 500507680f82xxxx
3 3 3 500507680f03xxxx 500507680f83xxxx
4 3 4 500507680f04xxxx 500507680f84xxxx
5 4 1 500507680f05xxxx 500507680f85xxxx
6 4 2 500507680f06xxxx 500507680f86xxxX
7 4 3 500507680f07xxxx 500507680f87xxxx
8 4 4 500507680f08xxxx 500507680f88xxxx
9 6 1 500507680f09xxxx 500507680f89xxxx
10 6 2 500507680f0axxxx 500507680f8axxxx
11 6 3 500507680f0bxxxx 500507680f8bxxxx
12 6 4 500507680f0cxxxx 500507680f8cxxxx
13 7 1 500507680f0dxxxx 500507680f8dxxxx

Introducing and Implementing IBM FlashSystem V9000




ID Slot | Port | Primary Host

14 7 2 500507680f0exxxx 500507680f8exxxx
15 7 3 500507680f0fxxxx 500507680f8fxxxx
16 7 4 500507680f10xxxx 500507680f90xxxx

2.5 Storage enclosure (AE2)

The AE2 storage enclosure components include flash modules, battery modules, and power
supplies.

Each IBM FlashSystem AE2 storage enclosure contains two fully redundant canisters. The
fan modules are at the bottom and the interface cards are at the top. Each canister contains a
RAID controller, two interface cards, and a management controller with an associated 1 Gbps
Ethernet port. Each canister also has a USB port and two hot-swappable fan modules.

Figure 2-31 shows the components of the AE2 storage enclosure. One of the two canisters
was removed, and now you can see the interface cards and fan modules. The power supply
unit to the right of the fans provides redundant power to the system. All components are
concurrently maintainable except the midplane and the power interposer, which has no active
components. All external connections are from the rear of the system.

IBM MicroLatency Modules (12)

Battery Packs (2)

RAID Controllers (2)

Interface Modules (4)

Fan Packs (4)

Management Modules (2)

Figure 2-31 AEZ2 storage enclosure components

To maintain redundancy, the canisters are hot-swappable. If any of the components (except
the fans) within a canister fail, the entire canister is replaced as a unit. Both fan modules in
each canister are hot-swappable.
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Notes:

» If either interface card in a canister fails, the entire canister (minus the fans) must be
replaced as an entire unit. When replacing hardware in the AE2 storage enclosure,
follow the DMP that is accessible through the GUI.

» For more details about the IBM FlashSystem canisters, including canister state LEDs,
see the IBM FlashSystem V9000 web page at IBM Knowledge Center:

https://ibm.biz/fs_V9000_kc

2.5.1 Interface cards

The AE2 storage enclosure supports the following interface cards:
» Fibre Channel 8 Gbps
» Fibre Channel 16 Gbps

Figure 2-32 shows a four-port FC interface card, which is used for 16 Gbps FC (only two ports
used), and 8 Gbps (four ports used).

LEE POt LEDs for port 4

LEDs forjport 1 LEDs|for port 3

i

i!!!fi!‘k’?-d*e

Port 1 Port 2 Port 3 Port 4

— Activity LED
! L Fault LED

Figure 2-32 AEZ2 storage enclosure FC interface card

Support of 16 Gbps Fibre Channel
The AE2 storage controller supports the new 16 Gbps FC connection speed through the
standard FC interface card. The following rules apply to supporting 16 Gbps FC on the AE2:

» If using 16 Gbps FC, only two (of the four) ports on the FC modules can be used. The two
leftmost ports (1 and 2) on each interface card are used for 16 Gbps support. The two
right-most ports (3 and 4) are disabled when 16 Gbps is sensed on any port in the AE2.

» If using 16 Gbps FC, the interface is configured as either 16 Gb FC (only two ports active),
or 8 Gb FC (4 ports active). This is configured at the factory and is not changeable by the
client.

2.5.2 MicroLatency modules

The IBM FlashSystem AE2 storage enclosure supports up to 12 IBM MicroLatency modules,
accessible from the enclosure front panel. Each IBM MicroLatency module has a usable

capacity of either 1.06 TiB (1.2 TB), 2.62 TiB (2.9 TB), or 5.24 TiB (5.7 TB) of flash memory.
IBM MicroLatency modules without the daughterboard are either half-populated with 1.06 TiB
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(1.2 TB) or fully populated with 2.62 TiB (2.9 TB). The optional daughterboard adds another
2.62 TiB (2.9 TB) for a total of 5.24 TiB (5.7 TB).

Figure 2-33 illustrates an AE2 storage enclosure MicroLatency module (base unit and
optional daughterboard).

Figure 2-33 AEZ2 storage enclosure MicroLatency module

Note: All MicroLatency modules in the AE2 storage enclosure must be ordered as 1.2 TB,
2.9 TB, or 5.7 TB. IBM MicroLatency modules types cannot be mixed in a single enclosure.
The daughterboard cannot be added after deployment.

The maximum storage capacity of the IBM FlashSystem V9000 is based on the following
factor:

» In a RAID 5 configuration, one IBM MicroLatency module is reserved as an active spare,
and capacity equivalent to one module is used to implement a distributed parity algorithm.
Therefore, the maximum usable capacity of a RAID 5 configuration is 57 TB (51.8 TiB),
which is 10 MicroLatency modules x 5.7 TB (5.184 TiB).

IBM MicroLatency modules are installed in the AE2 storage enclosure based on the following
configuration guidelines:

» A minimum of four MicroLatency modules must be installed in the system. RAID 5 is the
only supported configuration of the IBM FlashSystem V9000. RAID 10 is not supported on
the IBM FlashSystem V9000.

» The system supports configurations of 4, 6, 8, 10, and 12 MicroLatency modules in
RAID 5.

» All MicroLatency modules that are installed in the enclosure must be identical in capacity
and type.

» For optimal airflow and cooling, if fewer than 12 MicroLatency modules are installed in the
enclosure, populate the module bays beginning in the center of the slots and adding on
either side until all 12 slots are populated.
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Table 2-12 lists suggestions to populate MicroLatency module bays.

Table 2-12 Supported MicroLatency module configurations

No. of Flash Flash Flash Flash Flash Flash Flash Flash Flash Flash Flash Flash
installed mod. mod. mod. mod. mod. mod. mod. mod. mod. mod. mod. mod.
flash slot 1 slot 2 slot 3 slot 4 slot 5 slot 6 slot 7 slot 8 slot 9 slot 10 slot 11 slot 12
modules?

Four X X X X

Six X X X X X X

Eight X X X X X X X X

Ten X X X X X X X X X X

Twelve X X X X X X X X X X X X

a. RAID 5 is supported with configurations of 4, 6, 8, 10, and 12 MicroLatency modules.

Notes:

2

If fewer than 12 modules are installed, module blanks must be installed in the empty
bays to maintain cooling airflow in the system enclosure.

During system setup, the system automatically configures RAID settings based on the
number of flash modules in the system.

All MicroLatency modules installed in the enclosure must be identical in capacity and
type.

Important:

2

MicroLatency modules are hot swappable. However, to replace a module, you must
power down the MicroLatency module by using the management GUI before you
remove and replace the module. This service action does not affect the active logical
unit numbers (LUNSs), and I/O to the connected hosts can continue while the
MicroLatency module is replaced. Be sure to follow the DMP from the IBM FlashSystem
V9000 GUI before any hardware replacement.

The suggestion is for the AE2 storage enclosure to remain powered on, or be powered
on periodically, to retain array consistency. The AE2 storage enclosure can be safely
powered down for up to 90 days, in temperatures up to 40 degrees C. Although the
MicroLatency modules retain data if the enclosure is temporarily disconnected from
power, if the system is powered off for a period of time exceeding 90 days, data might
be lost.

FlashSystem V840 MicroLatency modules are not supported in the IBM FlashSystem
V9000 AE2 storage enclosure and installation should not be attempted.
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2.5.3 Battery modules

The AE2 storage enclosure contains two hot-swappable battery modules. The function of the
battery modules is to ensure that the system is gracefully shut down (write buffer fully flushed
and synchronized) when AC power is lost to the unit. The battery modules are hot-swappable.
Figure 2-34 shows Battery Module 1, which is in the leftmost front of the AE2 storage
enclosure. A battery module can be hot-swapped without software intervention; however, be
sure to follow the DMP from the IBM FlashSystem V9000 GUI before any hardware
replacement.

Battery reconditioning

The AE2 storage enclosure has a battery reconditioning feature that calibrates the gauge that
reports the amount of charge on the batteries. On systems that have been installed for 10
months or more, or systems that have experienced several power outages, the
recommendation to run “pbattery reconditioning” is displayed in the Event Log shortly after
upgrading. For more information, see the IBM FlashSystem V9000 web page at IBM
Knowledge Center:

https://ibm.biz/fs_V9000_kc

Figure 2-34 AEZ2 storage enclosure battery module 1

Power supply units

The AE2 contains two hot-swappable power supply units. The system can remain fully online
if one of the power supply units fails. The power supply units are accessible from the rear of
the unit and are fully hot swappable.

Figure 2-35 on page 76 shows the two hot-swappable power supply units. The IBM

FlashSystem V9000 GUI and alerting systems (SNMP and so on) will report a power supply
fault. The power supply can be hot-swapped without software intervention; however, be sure
to follow the DMP from the IBM FlashSystem V9000 GUI before any hardware replacement.
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—— AC power LED
— DC power LED

— Fault LED

\ Power supply

module 1

Power supply
module 2

Figure 2-35 AEZ2 storage enclosure hot swappable power supply units

Fan modules

The AE2 contains four hot-swappable fan modules. Each canister holds two hot swappable
fan modules. Each fan module contains two fans. The system can remain fully online if one of
the fan modules fails. The fan modules are accessible from the rear of the unit (in each
canister) and are fully hot swappable.

Figure 2-36 shows a hot-swappable fan module. The IBM FlashSystem V9000 GUI and
alerting systems (SNMP and so on) will report a fan module fault. The fan module can be
hot-swapped without software intervention; however, be sure to follow the DMP from the IBM
FlashSystem V9000 GUI before any hardware replacement.

Fault

Power

Figure 2-36 AEZ2 storage enclosure fan module
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2.6 Expansion enclosures (12F, 24F, 92F)

Three expansion enclosures models are available:

» Model 12F
» Model 24F
» Model 92F

To support a flash-optimized tiered storage configuration for mixed workloads, up to 20
optional 9846/9848-12F or 9846/9848-24F, or up to eight 9846/9848-92F SAS expansion
enclosures can be connected to each control enclosure pair (building block) in the system.

The maximum capacity of the expansion enclosures is as follows:

» A 9846/9848-12F standard expansion enclosure contains up to 12 3.5-inch nearline SAS
drives and scales up to 9.6 PB raw capacity with 80 enclosures

— Model 12F supports twelve 8 TB or 10 TB SAS 3.5-inch nearline SAS drives.
— 20 standard expansion enclosures supported per control enclosure pair
— 9.6 PB = 20 expansion enclosures * 4 control enclosure pairs * 12 drives * 10 TB

» A 9846/9848-24F standard expansion enclosure contains up to 24 2.5-inch read-intensive
flash drives and up to 29.4 PB raw capacity with 80 enclosures.

— Model 24F supports twenty-four 1.92 TB, 3.84 TB, 7.68 TB, or 15.36 TB flash drives
— 20 standard expansion enclosures supported per control enclosure pair
— 29.4PB = 20 expansion enclosures * 4 control enclosure pairs * 24 drives * 15.36 TB

» A 9846/9848-92F high density expansion enclosure contains up to 92 3.5-inch nearline
SAS drives or 92 2.5-inch read-intensive flash drives and up to 29.4 PB raw capacity using
NL-SAS HDDs or 32 PB raw capacity using SSDs:

— Model 92F supports ninety-two 8 TB or 10 TB NL-SAS. It also supports ninety-two
1.92 TB, 3.84 TB, 7.68 TB, or 15.36 TB flash drives.

— Eight high-density expansion enclosures are supported per control enclosure pair.
— Using NL-SAS HDDs:

29.4 PB of raw capacity = 8 expansion enclosures * 4 control enclosure pairs
* 92 drives * 10 TB

— Using SSDs:

32 PB of raw capacity = 8 expansion enclosures * 4 control enclosure pairs
* 92 drives * 10 TB

There are enough physical slots to technically house more than 32 PB of capacity, but
only up to 32 PB are supported.

Note: To support SAS expansion enclosures, an AH13 - SAS Enclosure Attach adapter
card must be installed in expansion slot 2 of each AC3 control enclosure in the building
block (only for version 7.7.1 or later). The expansion enclosure Model 9846/9848-92F can
be used on only version 7.8 or later.
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Expansion enclosure model 12F

IBM expansion enclosure model 12F offers new tiering options and up to twelve slots for
3.5-inch low cost NL-SAS HDDs.

High capacity nearline drives enables high value tiered storage with hot data stored in flash
and warm data on lower cost nearline SAS HDDs all managed by IBM Easy Tier. 8 TB or
10 TB SAS 3.5-inch nearline drives are available for IBM FlashSystem V9000 LFF storage
expansion enclosure model 12F for a maximum of 9.6 PB raw capacity with four control
enclosure pairs.

Figure 2-37 shows the IBM FlashSystem expansion enclosure model 12F.

Figure 2-37 Front view of expansion enclosure model 12F

Expansion enclosure model 24F
IBM expansion enclosure model 24F offers new tiering options and up to 24 slots for 2.5-inch
low-cost read-intensive SAS flash drives.

The 1.92 TB, 3.84 TB, 7.68 TB, 15.36 TB SAS 2.5-inch SSD flash drive options are available
for IBM FlashSystem V9000 SFF expansion enclosure model 24F for a maximum of 29.4 PB
raw capacity with four control enclosure pairs.

Figure 2-38 shows the front view of the IBM FlashSystem expansion enclosure model 24F.

Figure 2-38 Front view of expansion enclosure model 24F

Both models of expansion enclosures have the same common features:

» Two expansion canisters
» 12 Gb SAS ports for attachment to the IBM FlashSystem V9000 controllers
» 2U, 19-inch rack-mount enclosure with AC power supplies
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Figure 2-39 shows the back of IBM FlashSystem expansion enclosure models 12F and 24F.

Figure 2-40 shows the maximum possible configuration with a single building block using a

Figure 2-39 Rear view of the expansion enclosure models 12F and 24F

combination of native IBM FlashSystem V9000 flash storage expansion enclosures and SAS
attached storage expansion enclosures.

Maximum configuration with a
single scalable building block

Up to 4 additional
flash enclosures

SAN switches

FlashSystem V9000
control enclosures and
first flash enclosure

Up to 20 SAS enclosures - Mix of LFF and SFF

Figure 2-40 Maximum configuration with single building block for 12F and 24F expansion enclosures

Chapter 2. FlashSystem V9000 architecture

79



Expansion enclosure model 92F
Figure 2-41 shows the front view of the IBM FlashSystem expansion enclosure model 92F.

Figure 2-41  Front view of the expansion enclosure model 9848-92F

Figure 2-42 shows the rear view of the IBM FlashSystem expansion enclosure model 92F.

Figure 2-42 Rear view of the expansion enclosure model 9848-92F
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Figure 2-43 shows the inside of the 9848-92F expansion enclosure.

Major Assemblies System Fan

I\r‘.luduk'/.t-m

Secondary Expansion Module

(SEM) (2x) \

3.5 HDD carrier
{support 2.5 HDD)

ESM (2x)

Main Chassis
with Drive
Board and SIB

Slide Rail and CMA
(not shown)

"\\ Power Supplies

(2x)

Figure 2-43 Inside view of the 9848-92F expansion enclosure

IBM FlashSystem V9000 HD expansion enclosure model 92F delivers increased storage

density and capacity in a cost-efficient way.

IBM FlashSystem HD expansion enclosure model 92F offers the following features:
» 5U, 19-inch rack mount enclosure with slide rail and cable management assembly
» Support for up to ninety-two 3.5-inch large-form factor (LFF) 12 Gbps SAS top-loading

drives or ninety-two 2.5-inch small-form factor (SFF) drives

» High-capacity nearline disk drives, and flash drive support

» High-capacity, archival-class nearline disk drives in 8 TB and 10 TB 7, 7200 rpm

» Flash drivesin 1.92 TB, 3.84 TB, 7.68 TB, and 15.36 TB
» Redundant 200 - 240VA power supplies (new PDU power cord required)

Up to eight HD expansion enclosures are supported per IBM FlashSystem V9000 building
block, providing up to 736 drives with expansion model 92F for up to 29.4 PB of raw SAS

HDD or 32 PB SSD capacity in each building block. With four building blocks a maximum of

32 high-density expansion enclosures can be attached giving a maximum 29.4 PB of raw

NL-SAS capacity and 32PB of raw SSD capacity is supported.
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2.6.1 SAS expansion enclosures intermix

IBM FlashSystem V9000 control enclosures with the SAS enclosure attach adapters support
up to two SAS chains of expansion enclosures. The SAS chains have limits depending on the
number of standard and dense expansion enclosures. Table 2-13 shows the allowed intermix
of expansion enclosures per SAS chain.

Table 2-13 Number of expansion enclosures allowed per SAS chain; two chains per building block

Number of expansion | Config 1 Config 2 Config 3 Config 4 Config 5
enclosures

1 Standard Dense Dense Dense Dense
2 Standard Standard Dense Dense Dense
3 Standard Standard Standard Dense Dense
4 Standard Standard Standard Standard Dense
5 Standard Standard Standard Standard

6 Standard Standard Standard

7 Standard Standard Standard

8 Standard Standard

9 Standard

10 Standard

Note: Standard refers to either Model 12F LFF or Model 24F SFF expansion enclosures. Dense refers to the Model 92F
HD expansion enclosure.
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Table 2-14 shows the allowed intermix of expansion enclosures per building block (control

enclosure pair). Any cell in the table is valid but you must balance the enclosures across both

chains up to the maximum limits specified per chain.

Table 2-14 Number of expansion enclosure types that can be intermixed on one building block; two SAS chains

Number Config 1 Config 2 Config 3 Config 4 Config 5
of expansion

enclosures

1 Standard Dense Dense Dense Dense
2 Standard Standard Dense Dense Dense
3 Standard Standard Standard Dense Dense
4 Standard Standard Standard Standard Dense
5 Standard Standard Standard Standard Dense
6 Standard Standard Standard Dense Dense
7 Standard Standard Standard Dense Dense
8 Standard Standard Dense Dense Dense
9 Standard Dense Dense Standard

10 Standard Standard Standard Standard

11 Standard Standard Standard

12 Standard Standard Standard

13 Standard Standard Standard

14 Standard Standard Standard

15 Standard Standard

16 Standard Standard

17 Standard Legend:

18 Standard Chain 1

19 Standard Chain 2

20 Standard

Note: Standard refers to either Model 12F LFF or Model 24F SFF expansion enclosures. Dense refers to the Model 92F
HD expansion enclosure.

Because IBM FlashSystem V9000 supports up to 4 building blocks, the maximum standard
expansion enclosures supported in a full scale-out configuration is 80 (20 x 4). The maximum
number of dense expansion enclosures in a full scale-out configuration is 32 (8 x 4).
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2.7 Administration and maintenance

This section describes the IBM FlashSystem V9000 storage system capabilities for
administration and maintenance.

2.7.1 System management

The IBM FlashSystem V9000 control enclosures in a system operate as a single system
and present a single point of control for system management and service. System
management and error reporting are provided through an Ethernet interface to one of the
nodes in the system, which is called the configuration node. The configuration node runs a
web server and provides a command-line interface (CLI). Any node in the system can be
the configuration node. If the current configuration node fails, a new configuration node is
selected from the remaining nodes. Each node also provides a command-line interface and
web interface for initiating hardware service actions.

IBM FlashSystem V9000 includes the use of the popular IBM SAN Volume Controller CLI and
GUI, which deliver the functions of IBM Spectrum Virtualize, part of the IBM Spectrum
Storage Family. The IBM FlashSystem V9000 supports SNMP, email forwarding (SMTP), and
syslog redirection for complete enterprise management access.

Graphical user interface (GUI)
IBM FlashSystem V9000 includes the use of the standard IBM Spectrum Virtualize GUI.

The IBM FlashSystem V9000 GUI is started from a supported Internet browser when you
enter the systems management IP address. The login window then opens (Figure 2-44).

' FlashSystem™ V9000

Storage Management (ITSO_V9000)

User name: |

Password: |

Log in |:|

Licensed Material - Property of IBM Corp, £ IBM Corporation and othe:
HashSystem are registered tradema BM Corporation in the

Figure 2-44 IBM FlashSystem V9000 GUI login window

Enter a valid user name and password. A system overview window opens:

» Figure 2-45 on page 85 is for fixed building block.
» Figure 2-46 on page 85 is for scalable building block configurations.

The middle of the window displays a real-time graphic of the IBM FlashSystem V9000.
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Figure 2-45 shows the system overview window for a fixed building block.

hetions | &

Figure 2-45 System overview window (fixed building block)

Figure 2-46 shows the system overview window for a scale-up and scale-out environment.

System superuser (Security Administrator
Actions | [g Overview
io_grp0
& ]
'!:!35' io_grp1
L io_grp2

& -

faces.tap.ibm.com/# P

Figure 2-46 System overview window (scale-up and scale-out environment)
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The bottom of the window has three dashboard icons:

» Capacity
» Performance
» System status

The left side of the window displays seven function icons:

Monitoring function
Pools function
Volumes function
Hosts function

Copy Services function
Access function
Settings function

vyVVyVYyVYVYYVYYyY

Those functions are briefly described next. Also, see the following chapters:

» Details about the GUI: Chapter 8, “Using IBM FlashSystem V9000” on page 321
» Details about the Settings function: Chapter 9, “Configuring settings” on page 405

Monitoring function

Figure 2-47 shows the Monitoring icon and the associated branch-out menu. Click the
Monitoring icon if you want to select any of these actions:

» System: Monitor the system health of the IBM FlashSystem V9000 hardware.
» Events: View the events log of the IBM FlashSystem V9000.
» Performance: Start the system I/O performance graphs.

= _____________4

Events

Performance

Figure 2-47 IBM FlashSystem V9000 GUI: Monitoring icon and branch-out menu

Pools function

Figure 2-48 on page 87 shows the Pools icon and the associated branch-out menu. Click the

Pools icon if you want to select any of these actions:

» Pools: View list of pools, create new pools, edit existing pools, and delete pools.

» Volumes by Pool: View a list of volumes (LUNSs) that are associated with pools, create new
associations, or delete associations.
Internal Storage: View all internal storage associated with the IBM FlashSystem V9000.
External Storage: View and manage all external storage associated with the IBM
FlashSystem V9000.

» MDisks by Pools: View a list of MDisk that are associated with pools, create new
associations, or delete associations.

» System Migration: Perform storage migration actions for data from externally virtualized
storage.
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Figure 2-48 IBM FlashSystem V9000 GUI: Pools menu

Volumes function
Figure 2-49 shows the Volumes icon and the associated branch-out menu. Click the Volumes
icon if you want to do any of these actions:

» Volumes: View a list of all system storage volumes (LUNSs), create new volumes, edit
existing volumes, and delete volumes.

v

Volumes by Pools: View a list of volumes that are associated with pools, create new
associations, or delete associations.

v

Volumes by Host: View a list of volumes that are associated with hosts, create new
associations, or delete associations.

&
G |
al
T

Figure 2-49 IBM FlashSystem V9000 GUI: Volumes icon and branch-out menu

Volumes
‘——d

Volumes by Pool

Volumes by Host
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Hosts function

Figure 2-50 shows the Hosts icon and the associated branch-out menu. Click the Hosts icon
if you want to select any of these actions:

>

>

Hosts: View a list of all hosts, create new hosts, edit existing hosts, and delete hosts.

Ports by Host: View a list of ports that are associated with a host, create new hosts, edit
existing hosts, and delete hosts.

Host Mappings: View mappings per host regarding volumes.

Volumes by Host: View a list of volumes that are associated with hosts, create new
associations, or delete associations.

—
—

Portz by Host

Host Mappings

{ Volumes by Host )

Figure 2-50 IBM FlashSystem V9000 GUI: Hosts icon and branch-out menu

Copy Services function

Figure 2-51 on page 89 shows the Copy Services icon and associated branch-out menu.
Click the Copy Services icon if you want to select any of these actions:

»

FlashCopy: View a list of all volumes and their associated flash copies, create new
FlashCopy relationships, and edit or delete existing relationships.

Consistency Groups: View the consistency groups created for remote copy partnerships,
create new groups, edit existing groups, delete groups.

FlashCopy Mappings: View a list of current FlashCopy mappings and their status, create
new mappings, edit existing mappings, and delete mappings.

Remote Copy: View the consistency groups created for remote copy partnerships, create
new groups, edit existing groups, and delete groups.

Partnerships: View the system partnerships with secondary system, create a new
partnership, edit a partnership, and delete a partnership.
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Figure 2-51 IBM FlashSystem V9000 GUI: Copy Services icon and branch-out menu

Access function
Figure 2-52 shows the Access icon and associated branch-out menu. Click the Access icon if
you want to select any of these actions:

» Users: View a list of current users, create new users, edit existing users, and delete users.
» Audit Log: View the system access log and view actions by individual users.

Figure 2-52 IBM FlashSystem V9000 GUI: Access icon and branch-out menu
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Settings function

Figure 2-53 shows the Settings icon and associated branch-out menu. Click the Settings
icon if you want to configure system parameters, including alerting, open access, GUI
settings, and other system-wide configuration.

"
o,

Figure 2-53 IBM FlashSystem V9000 GUI: Settings icon and branch-out menu

Command-line interface (CLI)

IBM FlashSystem V9000 uses the standard IBM Spectrum Virtualize storage CLI. This CLl is
common among several IBM storage products, including IBM Spectrum Virtualize and the
IBM Storwize family of products: the V7000, IBM V5000, IBM V3700, and IBM V3500 disk
systems. IBM Spectrum Virtualize CLI is easy to use with built-in help and hint menus.

To access the IBM FlashSystem V9000 Spectrum Virtualize CLI, a Secure Shell (SSH)
session to the management IP address must be established. You are then prompted for a
user name and password. For information about using the FlashSystem V9000 CLI, see
Chapter 13, “Hints and tips” on page 597.

Call home email SMTP support

IBM FlashSystem V9000 supports setting up a Simple Mail Transfer Protocol (SMTP) mail
server for alerting the IBM Support Center of system incidents that might require a service
event. These emails can also be sent within the client’s enterprise to other email accounts
that are specified. After it is set up, system events that might require service are emailed
automatically to an IBM Service account specified in the IBM FlashSystem V9000 code.

The email alerting can be set up as part of the system initialization process or added or edited
at anytime through the IBM FlashSystem V9000 GUI. Also, a test email can be generated at
anytime to test the connections. Figure 2-54 on page 91 shows the IBM FlashSystem V9000
Email setup window.

Tip: Be sure to set up Call Home. For details, see 9.2.1, “Email and call home” on
page 407.

Introducing and Implementing IBM FlashSystem V9000



______ Notifications __|

el ‘ The support user receives call home events. Local users also receive event nolifications.
— s otfcators

Gl swwe _
) Email Servers

Email

— IP Address Server Port
] |1 i syslog &
Call Home
Email Address
flash-sc1@vneLibm.com Error Events Inventory -IE_
Email Users

Notifications

Email Address Error  Waming Info  Inventory

*

Email Contact

* Contact Name * Email Reply Address
Me My_email@address.com

* Machine Location * Telephone (Primary) Telephone (Alternate)
Somewhere in Houston 000000000007

Figure 2-54 IBM FlashSystem V9000 Email alerting setup window

SNMP support

IBM FlashSystem V9000 supports SNMP versions 1 and 2. The GUI is used to set up SNMP
support on the IBM FlashSystem V9000.

To set up SNMP support on the IBM FlashSystem V9000, click the Settings icon at the left
side of the window, click the Notifications tab and click the SNMP tab to enter the SNMP trap
receiver IP address and community access information. Figure 2-55 shows the IBM
FlashSystem V9000 SNMP setup window.

| oiicaions RSN

*ﬁ! . SNMP [ i= Actions | o Filter | [
st =

erver IP X (il L]

4

Syslog B Mo items found.

Figure 2-55 IBM FlashSystem V9000 SNMP setup window

Note: The IBM FlashSystem V9000 CLI can also be used to program the SNMP settings.
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Redirection of syslog
You can redirect syslog messages to another host for system monitoring. Use the GUI to set
up syslog redirection on the IBM FlashSystem V9000. To set up syslog redirection, click the
Settings icon on the lower left of the window, click the Notifications tab, and then click the
Syslog tab to enter the remote host trap IP address and directory information. Figure 2-56

shows the Syslog redirection setup window.
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Figure 2-56 IBM FlashSystem V9000 Syslog redirection setup window

Note: The IBM FlashSystem V9000 CLI can also be used to set up syslog redirection.

2.7.2 Software and licensing
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IBM FlashSystem V9000 uses the advanced software features of IBM Spectrum Virtualize.
IBM FlashSystem V9000 data services are provided through IBM FlashSystem V9000
software. IBM FlashSystem V9000 has both base and optional software licenses.

For more information about IBM FlashSystem V9000 advanced software functionality, see
these resources:

» Chapter 3, “Advanced software functions” on page 97
» IBM FlashSystem V9000 Version 7.7 Product Guide, REDP-5409

Base licensed features

The following functions are provided with the IBM FlashSystem V9000 base software
license 5639-RB7:

» Virtualization of IBM FlashSystem V9000 storage and expansion enclosures
Enables rapid, flexible provisioning, and simple configuration changes.

One IBM FlashSystem V9000 base license option 5639-RB7 is needed for each
storage and expansion enclosure.

» Thin provisioning

Helps improve efficiency by allocating disk storage space in a flexible manner among
multiple users, based on the minimum space that is required by each user at any time.

» Data migration

Enables easy and nondisruptive moves of volumes from another storage system onto the
IBM FlashSystem V9000 system by using Fibre Channel connectivity. Dynamic migration
helps speed data migrations from weeks or months to days, eliminating the cost of add-on
migration tools and providing continuous availability of applications by eliminating
downtime.

Simple GUI

Simplified management with the intuitive GUI enables storage to be quickly deployed and
efficiently managed. The GUI runs on the IBM FlashSystem V9000 system, so there is no
need for a separate console. All you need to do is point your web browser to the system.
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» IBM Easy Tier technology

This feature provides a mechanism to seamlessly migrate data to the most appropriate tier
within an IBM FlashSystem V9000 storage pool. This migration can be to and from the
internal IBM FlashSystem V9000 storage or expansion enclosure, or to and from external
storage systems that are virtualized by IBM FlashSystem V9000. Easy Tier technology
adds more blended economy of capacity and is useful for cost effective expansion and
usage of your existing storage capacity investment.

Easy Tier supports up to three tiers of storage. For example, you can set up a storage pool
intended for Easy Tier volumes where the pool consists of the IBM FlashSystem V9000
storage enclosures, 15,000 RPM Fibre Channel disk drives, and SAS disk drives.

Software version 7.8 introduces a fourth tier so that you can separate the flash storage
into two tiers.

» Automatic restriping of data across storage pools

When growing a storage pool by adding more storage to it, IBM FlashSystem V9000
software can restripe your data on pools of storage so you do not need to implement any
manual or scripting steps. This feature helps grow storage environments with greater ease
while retaining the performance benefits that come from striping the data across the disk
systems in a storage pool.

The following functions are provided with the IBM FlashSystem V9000 base software
license for internal storage only. Internal storage includes IBM FlashSystem V9000 storage
enclosures and expansion enclosures:

» FlashCopy provides a volume level point-in-time copy function for any storage that is
virtualized by IBM FlashSystem V9000. FlashCopy and snapshot functions enable you to
create copies of data for backup, parallel processing, testing, and development, and have
the copies available almost immediately.

» Real-time Compression helps improve efficiency by compressing data by as much as
80%, enabling storage of up to 5x as much data in the same physical space. Unlike other
approaches to compression, Real-time Compression is designed to be used with active
primary data such as production databases and email systems, dramatically expanding
the range of candidate data that can benefit from compression.

» Microsoft Windows Offloaded Data Transfer (ODX) is supported with IBM FlashSystem
V9000 Software V7.5 and later. This functionality in Windows improves efficiencies by
intelligently managing IBM FlashSystem V9000 systems to directly transfer data within or
between systems, bypassing the Windows host system.

» VMware and vSphere 6.0. IBM FlashSystem V9000 Software V7.7 supports vCenter Site
Recovery Manager (SRM) and vCenter Web Client (IBM Spectrum Control Base 3.0.2
functionality). Also supported are vStorage application programming interfaces (APIs) for
storage awareness.

» Remote Mirroring provides storage system-based data replication by using either
synchronous or asynchronous data transfers over Fibre Channel communication links:

— Metro Mirror maintains a fully synchronized copy at metropolitan distances (up to
300 km).

— Global Mirror operates asynchronously and maintains a copy at much greater
distances (up to 8000 km).

Both functions support VMware Site Recovery Manager to help speed disaster recovery.

IBM FlashSystem V9000 remote mirroring interoperates with other IBM FlashSystem
V9000, FlashSystem V840, SAN Volume Controller, and Storwize V7000 storage
systems.
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Optional licensed features

The following optional licensed features are offered with the IBM FlashSystem V9000
software for external storage:

» External Virtualization 5641-VC7 FC 0663

The system does not require a license for its own control and expansion enclosures;
however, a capacity-based license is required for any external systems that are being
virtualized. The system does not require an external virtualization license for external
enclosures that are only being used to provide managed disks for a quorum disk and are
not providing any capacity for volumes.

Enables IBM FlashSystem V9000 to manage capacity in other Fibre Channel SAN storage
systems. When IBM FlashSystem V9000 virtualizes a storage system, its capacity
becomes part of the IBM FlashSystem V9000 system and it is managed in the same way
as capacity on internal flash modules within IBM FlashSystem V9000. Capacity in external
storage systems inherits all the functional richness of the IBM FlashSystem V9000.

Real-time Compression for external storage 5641-CP7 FC 0708

With the compression function data is compressed as it is written to the drive, saving
additional capacity for the system. This license is capacity-based.

Helps improve efficiency by compressing data by as much as 80%, enabling storage of up
to 5x as much data in the same physical space. Unlike other approaches to compression,
Real-time Compression is designed to be used with active primary data such as
production databases and email systems, dramatically expanding the range of candidate
data that can benefit from compression.

Note: IBM FlashSystem V9000 V7.5 and later has revised licensing rules for IBM
Spectrum Virtualize Real-time Compression for external storage (5641-CP7 FC 0708).

As it pertains to externally virtualized storage, rather than using the volume size as the
measure for determining how many terabytes of IBM Spectrum Virtualize Real-time
Compression for external storage 5641-CP7 FC 0708 to license, the measured terabyte
capacity now applies to the actual managed disk capacity consumed by the
compressed volumes.

For example, suppose that you want to store 500 TB of data where 300 TB of that data
cannot be compressed (so it is not configured on compressed volumes), but 200 TB of
that data can be compressed and is configured on compressed volumes.

Rather than needing to license 200 TB of Real-time Compression, the compression ratio
can be applied to determine how much storage the 200 TB of volumes actually uses. The
compression ratio can be obtained in advance using the IBM Comprestimator tool, or it
can be shown in the system later as the actual amount of managed disk space used by
those compressed volumes.

If, for example, the compression ratio is 3:1 for that 200 TB of data, meaning that only 1 TB
of managed storage is consumed for every 3 TB of data, the user would license only 1/3 of
the 200 TB, or 67 TB of the 5641-CP7 license. The 5641-CP7 license continues to not be
licensed to a specific IBM Spectrum Virtualize hardware device, but is licensed to the
customer within a country, in the same way that SAN Volume Controller standard
(5639-VC7) software is licensed today.
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Note: The 5641-VC7 (External Virtualization, FlashCopy, and Remote Mirroring
features) and 5641-CP7 FC 0708 (Compression) are licensed per enterprise within one
country and are the same licenses as for SAN Volume Controller. Existing SAN Volume
Controller licenses can be used for the IBM FlashSystem V9000 for these features.

FlashCopy for external storage 5641-VC7 FC 0671

The FlashCopy function copies the contents of a source volume to a target volume. This
license is capacity-based.

FlashCopy provides a volume level point-in-time copy function for any storage that is
virtualized by IBM FlashSystem V9000. FlashCopy and snapshot functions enable you to
create copies of data for backup, parallel processing, testing, and development, and have
the copies available almost immediately.

Remote Mirroring Software for external storage 5641-VC7 FC 0679

The remote-copy function allows the use of Metro Mirror and Global Mirror functions. This
function enables you to set up a relationship between volumes on two systems, so that
updates that are made by an application to one volume are mirrored on the other volume.
The volumes can be in the same system or on two different systems. This license is
capacity-based. Provides storage system-based data replication by using either
synchronous or asynchronous data transfers over Fibre Channel communication links.

Starting with version 7.7 of IBM Spectrum Virtualize, Differential Licensing is used to calculate
the license needed for a given configuration. With Differential Licensing, licenses change from
per terabyte to per storage capacity unit (SCU). Differential Licensing and how to calculate
SCUs is explained in IBM FlashSystem V9000 Version 7.7 Product Guide, REDP-5409.

2.7.3 Serviceability and software enhancements

IBM FlashSystem V9000 includes several design enhancements for the administration,
management, connectivity, and serviceability of the system:

»

Concurrent code load

IBM FlashSystem V9000 supports upgrading the system firmware on the AC2 or AC3
control enclosures and AE2 storage enclosures (RAID controllers, management modules,
and interface cards) and flash modules without affecting the connected hosts or their
applications.

Easily accessible hot swappable modules with no single point of failure

IBM FlashSystem V9000 design enables the easy replacement of any hardware module
through the front or rear of the unit. The IBM FlashSystem V9000 does not require the top
panel to be removed nor does it need to be moved in the rack to replace any component.

Standard IBM CLI and GUI

IBM FlashSystem V9000 uses the latest IBM Spectrum Virtualize CLI and GUI for simple
and familiar management of the unit.

Encryption support

IBM FlashSystem V9000 supports hardware encryption of the flash modules to meet the
audit requirements of enterprise, financial, and government clients.

Sixteen Gbps FC support

IBM FlashSystem V9000 supports 16 Gbps FC, enabling clients to take advantage of the
latest high-speed networking equipment while increasing performance.
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2.8 Support matrix for IBM FlashSystem V9000

The IBM FlashSystem V9000 supports a wide range of operating systems (Windows Server
2008 and 2012, Linux, and IBM AIX), hardware platforms (IBM System x, IBM Power
Systems, and x86 servers not from IBM), host bus adapters (HBAs), and SAN fabrics.

For specific information, see the IBM System Storage Interoperation Center (SSIC):

http://ibm.com/systems/support/storage/ssic

Contact your IBM sales representative or IBM Business Partner for assistance or questions
about the IBM FlashSystem V9000 interoperability.
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Advanced software functions

This chapter describes the advanced software functions that are available for the IBM
FlashSystem V9000. The advanced software functions provide IBM FlashSystem V9000 with
rich functionality and create a full Tier 1 storage solution with enterprise class storage
mirroring features plus a rich set of storage virtualization and migration features.

The advanced features for storage efficiency increase the efficient capacity of the IBM
FlashSystem V9000 beyond the physical capacity. This helps with the economics of flash and
can provide flash capacity for less than disk capacity. In addition, IBM FlashSystem can
speed up existing storage by automatically placing frequently accessed data on flash
memory.

The data migration feature enables easy migration into the virtualized storage environment of
the IBM FlashSystem V9000 and supports easy movement of volumes between storage
systems and tiers.

With the remote copy features, you can address the need for high availability (HA) and
disaster recovery (DR) solutions. IBM FlashCopy enables faster backups and data duplication
for testing.

Data encryption protects against stolen data from discarded or stolen flash modules, and
prevents accessing the data without the access key.

This chapter includes the following topics:

Introduction

Advanced features for storage efficiency

Data migration

Advanced copy services

Data encryption

IBM HyperSwap

IBM Spectrum Control (formerly IBM Tivoli Storage Productivity Center)
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3.1 Introduction

IBM FlashSystem V9000 offers advanced software functions for storage efficiency, data
migration, high availability, and disaster recovery. This chapter has an overview of the
features, how they work, and how to use them.

Note: IBM FlashSystem V9000 is based on IBM Spectrum Virtualize - IBM SAN Volume
Controller technology. Details about the advanced features are in Implementing the IBM
System Storage SAN Volume Controller with IBM Spectrum Virtualize V7.6, SG24-7933.

3.2 Advanced features for storage efficiency

98

In modern and complex application environments, the increasing and often unpredictable
demands for storage capacity and performance lead to issues of planning and optimization of
storage resources.

Consider the following typical storage management issues:

» Typically when a storage system is implemented, only a portion of the configurable
physical capacity is deployed. When the storage system runs out of the installed capacity
and more capacity is requested, a hardware upgrade is implemented to add physical
resources to the storage system.

This new physical capacity can hardly be configured to keep an even spread of the overall
storage resources. Typically, the new capacity is allocated to fulfill only new storage
requests. The existing storage allocations do not benefit from the new physical resources.
In a similar way, the new storage requests do not benefit from the existing resources; only
new resources are used.

» In a complex production environment, optimizing storage allocation for performance is not
always possible. The unpredictable rate of storage growth and the fluctuations in
throughput requirements, which are 1/0 per second (IOPS), often lead to inadequate
performance.

Furthermore, the tendency to use even larger volumes to simplify storage management
works against the granularity of storage allocation, and a cost-efficient storage tiering
solution becomes difficult to achieve. With the introduction of high performing
technologies, such as solid-state drives (SSD) or all flash arrays, this challenge becomes
even more important.

» The move to increasingly larger physical disk drive capacities means that previous access
densities that were achieved with low-capacity drives can no longer be sustained.

» All businesses have some applications that are more critical than others, and there is a
need for specific application optimization. Therefore, a need exists to be able to relocate
specific application data to faster storage media.

All of those issues deal with data placement and relocation capabilities or data volume

reduction. Most of these challenges can be managed by having spare resources available
and by moving data, and by the use of data mobility tools or operating systems features (such
as host level mirroring) to optimize storage configurations.

However, all of those corrective actions are expensive in terms of hardware resources, labor,
and service availability. Relocating data among the physical storage resources that
dynamically or effectively reduce the amount of data (that is, transparently) to the attached
host systems is becoming increasingly important.
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3.2.1 IBM Easy Tier

IBM Easy Tier is a solution that combines functionalities that can add value to other storage,
in combination with the highly advanced key points that IBM FlashSystem V9000 can offer,
such as IBM MicroLatency and maximum performance.

The great advantage of the tiering approach is the capability to automatically move the most
frequently accessed data to the highest performing storage system. In this case, IBM
FlashSystem V9000 is the highest performing storage, and the less frequently accessed data
can be moved to slower external storage, which can be SSD-based storage or disk-based
storage.

IBM FlashSystem V9000 addresses the combination of the lowest latency with the highest
functionality and can provide the lowest latency for clients that use traditional disk array
storage and need to increase the performance of their critical applications.

Usage of the IBM Easy Tier solution is indicated when there is a need to accelerate general
workloads. IBM FlashSystem V9000 maintains a map of 4ot data (more frequently accessed)
and cold data (less frequently accessed). This map is used to automatically move the hot
data to faster tiers of storage.

When data that was previously hot becomes cold, it moves from the IBM FlashSystem V9000
to slower tiers of storage. The inverse process occurs when cold data becomes hot (or more
frequently accessed) and is moved to faster tiers.

Figure 3-1 shows the principles of Easy Tier, where a volume has extents from all the tiers.

Easy Tire code

)
AN

/—\

~
Flash Tier 0 Flash Tier 1 Nearline Tier
FS Micro Flash SSD Nearline SAS
Latency extents extents extents
Heterogeneous, 4 tier storage pool J
\ FlashSystem V9000 /

Figure 3-1 Principles of Easy Tier

This solution focuses on accelerating and consolidating the storage infrastructure. It might not
reach the same lowest latency that an IBM FlashSystem V9000 solution offers, but it is used
to improve the overall performance of the infrastructure.
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IBM Easy Tier, a function that responds to the presence of mixed storage devices (MDisks) in
a storage pool. The system automatically and nondisruptively moves frequently accessed
data between flash, SSD, SAS and HDD managed (MDisks). The goal is to place frequently
accessed data in faster tiers of storage.

Easy Tier eliminates manual intervention when you assign highly active data on volumes to
faster responding storage. In this dynamically tiered environment, data movement is
seamless to the host application regardless of the storage tier in which the data belongs.
Manual controls exist so that you can change the default behavior, for example, such as
turning off Easy Tier on pools.

The IBM FlashSystem V9000 supports these tiers:

» Tier O flash: Specifies a tier0_flash IBM FlashSystem MicroLatency module or an external
MDisk for the newly discovered or external volume.

» Tier 1 flash: Specifies a tier1_flash (or flash SSD drive) for the newly discovered or
external volume.

» Enterprise tier: Specifies a tier_enterprise hard disk drive or an external MDisk for the
newly discovered or external volume. These MDisks can be built from serial-attached
SCSI (SAS) drives.

» Nearline tier: The nearline tier exists when nearline-class MDisks are used in the pool,
such as those drives built from nearline SAS drives.

Note: IBM FlashSystem V9000 Version 7.8 provides an additional tier of flash storage to
differentiate Tier O flash (high performance) from Tier 1 flash (SSD-based flash).

If a pool contains a single type of MDisk and Easy Tier is set to Auto (default) or On, balancing
mode is active. When the pool contains multiple types of MDisks and Easy Tier is set to Auto
or On, then automatic placement mode is added in addition to balancing mode. If Easy Tier is
set to 0f f, balancing mode is not active. All external MDisks are put into the Enterprise tier by
default. You must manually identify external MDisks and change their tiers.

Notes:

» Easy Tier works with compressed volumes, but it migrates data based only on read
activity.

» MDisks shared from an IBM FlashSystem A9000 to IBM FlashSystem V9000 have a
tier attribute of Deduplication: Active. This means that these MDisks are not eligible
for Easy Tier pools because they must not be mixed with MDisks from other storage
enclosures.

Monitoring Easy Tier behavior

The 1ssystem command can be used to determine how Easy Tier has distributed data in the
storage pool based on capacity. As shown in Figure 3-2 on page 101, the output of the
Issystem | grep tier command (1) is filtered using grep to show only items with tier in the
name. Easy Tier Acceleration mode (2) can be used to increase the speed of the migration of
data between tiers. To change this, use the chsystem -easytieracceleration command.
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IBM_FlashSystem:ITSU_VBBBB:5uperu5§:>lssystem | arep tier a
tier ssd 1

tier_capacity 3.74TB
tier_free_capacity 3.74TB
tier enterprise
tier_capacity 7.B83TB
tier_free_capacity 5.41TB
tier nearline
tier_capacity ©.00MB

==

Figure 3-2 Use Issystem command to examine Easy Tier behavior

For information about using the IBM FlashSystem V9000 CLI, see Chapter 13, “Hints and
tips” on page 597.

For further information about Easy Tier commands, see the “Easy Tier modes of operation”
topic in IBM Knowledge Center:

https://ibm.biz/BdsZXE

Balancing mode

This feature assesses the performance disparity between MDisks in a pool and balances
extents in the pool to correct that disparity. Balancing works within a single tier pool over all
the MDisks in the pool or within each tier of a multitier storage pool. Balancing does not move
the data between tiers, but balances performance of the data within each tier. A function of
the Easy Tier code is to move the data between tiers.

The process automatically balances existing data when new MDisks are added into an
existing pool, even if the pool contains only a single type of storage. This does not mean that
it will migrate extents from existing MDisks to achieve even extent distribution among all, old
and new MDisks in the storage pool. Easy Tier balancing mode is based on performance and
not capacity of underlying MDisks.

Automatic data placement mode

When IBM Easy Tier on IBM FlashSystem V9000 automatic data placement is active, Easy

Tier measures the host access activity to the data on each storage extent. It also provides a
mapping that identifies high activity extents, and then moves the high-activity data according
to its relocation plan algorithms.

To automatically relocate the data, Easy Tier initiates the following processes:

» Monitors volumes for host access to collect average usage statistics for each extent over a
random generated period averaging every 17 - 24 hours.

» Analyzes the amount of input/output (I/O) activity for each extent, relative to all other
extents in the pool to determine if the extent is a candidate for promotion or demotion.

» Develops an extent relocation plan for each storage pool to determine exact data
relocations within the storage pool. Easy Tier then automatically relocates the data
according to the plan.

While relocating volume extents, Easy Tier follows these actions:

» Attempts to migrate the most active volume extents first.
» Refreshes the task list as the plan changes. The previous plan and any queued extents
that are not yet relocated are abandoned.
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Automatic data placement is enabled, by default, for storage pools with more than one tier
of storage. When automatic data placement is enabled, by default all striped volumes are

candidates for automatic data placement. Image mode and sequential volumes are never

candidates for automatic data placement. When automatic data placement is enabled, 1/0
monitoring is done for all volumes whether the volume is a candidate for automatic

data placement.

After automatic data placement is enabled, and if there is sufficient activity to warrant
relocation, extents begin to be relocated within a day after enablement. You can control
whether Easy Tier automatic data placement and I/O activity monitoring is enabled or
disabled by using the settings for each storage pool and each volume.

Evaluation mode

When IBM Easy Tier evaluation mode is enabled for a storage pool, Easy Tier collects usage
statistics for all the volumes in the pool and monitors the storage use at the volume extent
level. Easy Tier constantly gathers and analyzes monitoring statistics to derive moving
averages for the past 24 hours.

Volumes are not monitored, and balancing is disabled when the Easy Tier attribute of a
storage pool is set to of f. Volumes are monitored when the Easy Tier attribute of a storage
pool is set to measured.

For more details about Easy Tier, see these resources:

» IBM SAN Volume Controller 2145-DH8 Introduction and Implementation, SG24-8229
» Implementing the IBM System Storage SAN Volume Controller with IBM Spectrum
Virtualize V7.6, SG24-7933

3.2.2 Thin provisioning
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In a shared storage environment, thin provisioning is a method for optimizing the usage of
available storage. It relies on allocation of blocks of data on demand versus the traditional
method of allocating all of the blocks up front. This methodology eliminates almost all white
space, helping to avoid the poor usage rates that occur in the traditional storage allocation
method where large pools of storage capacity are allocated to individual servers but remain
unused (not written to).

Thin provisioning can present more storage space to the hosts or servers that are connected
to the storage system than is available in the storage pool.

An example of thin provisioning is when a storage system contains 5000 gigabytes (GB) of
usable storage capacity, but the storage administrator mapped volumes of 500 GB each to 15
hosts. In this example, the storage administrator makes 7500 GB of storage space visible to
the hosts, even though the storage system has only 5000 GB of usable space, as shown in
Figure 3-3 on page 103. In this case, all 15 hosts cannot immediately use all 500 GB that are
provisioned to them. The storage administrator must monitor the system and add storage as
needed.
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You can imagine thin provisioning to be the same process as when airlines sell more tickets
on a flight than there are available physical seats, assuming that some passengers do not
appear at check-in. They do not assign actual seats at the time of sale, which avoids each
client having a claim on a specific seat number. The same concept applies to thin provisioning
(airline) IBM FlashSystem V9000 (plane) and its volumes (seats). The storage administrator
(airline ticketing system) must closely monitor the allocation process and set proper
thresholds.

Configuring a thin-provisioned volume

Volumes can be configured as thin-provisioned or fully allocated. Thin-provisioned volumes
are created with real and virtual capacities. You can still create volumes by using a striped,
sequential, or image mode virtualization policy, as you can with any other volume.

Real capacity defines how much disk space is allocated to a volume. Virtual capacity is the

capacity of the volume that is reported to other IBM FlashSystem V9000 components (such
as FlashCopy or remote copy) and to the hosts. For example, you can create a volume with

real capacity of only 100 GB but virtual capacity of 1 terabyte (TB). The actual space that is

used by the volume on IBM FlashSystem V9000 is 100 GB, but hosts see 1 TB volume. The
default for the real capacity is 2% of the virtual capacity.

A directory maps the virtual address space to the real address space. The directory and the
user data share the real capacity.

Thin-provisioned volumes are available in two operating modes:

» The autoexpand mode
» The non-autoexpand mode

You can switch the mode at any time. If you select the autoexpand feature, IBM FlashSystem
V9000 automatically adds a fixed amount of more real capacity to the thin volume as
required. Therefore, the autoexpand feature attempts to maintain a fixed amount of unused
real capacity for the volume. This amount is known as the contingency capacity.
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The contingency capacity is initially set to the real capacity that is assigned when the volume
is created. If the user modifies the real capacity, the contingency capacity is reset to be the
difference between the used capacity and real capacity. Contingency capacity is used only
when the pool is full. The default is autoexpand mode for volumes created with the graphical
user interface (GUI).

A volume that is created without the autoexpand feature, and therefore has a zero
contingency capacity, goes offline when the real capacity is used and must expand. Therefore
the preference is to use the autoexpand feature.

Warning threshold: Enable the warning threshold (by using email with Simple Mail
Transfer Protocol (SMTP), or by using a Simple Network Management Protocol (SNMP)
trap) when you are working with thin-provisioned volumes. You can enable it on the volume
and on the storage pool side. When you do not use the autoexpand mode, set a warning
threshold on the volume. Otherwise, the thin volume goes offline if it runs out of space. Use
a warning threshold on the storage pool when working with thin-provisioned volumes.

Autoexpand mode does not cause real capacity to grow much beyond the virtual capacity.
The real capacity can be manually expanded to more than the maximum that is required by
the current virtual capacity, and the contingency capacity is recalculated.

A thin-provisioned volume can be converted non-disruptively to a fully allocated volume, or
vice versa, by using the volume mirroring function. For example, you can add a
thin-provisioned copy to a fully allocated primary volume and then remove the fully allocated
copy from the volume after they are synchronized.

The fully allocated to thin-provisioned migration procedure uses a zero-detection algorithm so
that grains that contain all zeros do not cause any real capacity to be used. If the volume has
been in use for some time, it is possible that there is deleted space with data on it. Because
IBM FlashSystem V9000 uses a zero detection algorithm to free disk space in the
transformation process, you might need to use a utility to zero the deleted space on the
volume before starting the fully allocated to thin migration.

Tip: Consider the use of thin-provisioned volumes as targets in the FlashCopy
relationships.

Thin-provisioned volumes save capacity only if the host server does not write to whole
volumes. Whether the thin-provisioned volume works well partly depends on how the file
system allocated the space.

IBM FlashSystem V9000 has a zero write-host-detect feature that detects when servers are
writing zeros to thin volumes, and ignores them rather than filling up the space on the thin
volume. This keeps the thin volume from growing to full size when, for example, a full format is
issued before using the disk.

Attention: Do not use defragmentation commands on thin-provisioned or flash volumes.
Defragmentation process can write data to different areas of a volume, which can cause
thin-provisioned volume to grow up to its virtual size.

Space allocation details for thin provisioned volumes can be found in the IBM Redbooks
publication Implementing the IBM System Storage SAN Volume Controller with IBM Spectrum
Virtualize V7.6, SG24-7933.
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3.2.3 IBM Real-time Compression Software

The IBM Real-time Compression Software that is embedded in IBM FlashSystem V9000
addresses the requirements of primary storage data reduction, including performance. It does
so by using a purpose-built technology that is called Real-time Compression that uses the
Random Access Compression Engine (RACE) engine.

It offers the following benefits:
» Compression for active primary data

IBM Real-time Compression can be used with active primary data. Therefore, it supports
workloads that are not candidates for compression in other solutions. The solution
supports online compression of existing data. Storage administrators can regain free disk
space in an existing storage system without requiring administrators and users to clean up
or archive data. This configuration significantly enhances the value of existing storage
assets, and the benefits to the business are immediate. The capital expense of upgrading
or expanding the storage system is delayed.

» Compression for replicated or mirrored data

Remote volume copies can be compressed in addition to the volumes at the primary
storage tier. This process reduces storage requirements in Metro Mirror and Global Mirror
destination volumes also.

» No changes to the existing environment are required

IBM Real-time Compression is part of IBM FlashSystem V9000. It was designed with
transparency in mind so that it can be implemented without changes to applications, hosts,
networks, fabrics, or external storage systems. The solution is not apparent to hosts, so
users and applications continue to work as-is. Compression occurs within the IBM
FlashSystem V9000 system.

» Overall savings in operational expenses

More data is stored in a rack space, so fewer storage expansion enclosures are required
to store a data set. This reduced rack space has the following benefits:

— Reduced power and cooling requirements. More data is stored in a system, which
requires less power and cooling per gigabyte or used capacity.

— Reduced software licensing for external storage. More data that is stored per external
storage reduces the overall spending on licensing.

— Reduced price per capacity because of an increased effective capacity. With this you
can realize Flash for less than disk.

» Disk space savings are immediate

Tip: Implementing compression in IBM FlashSystem V9000 provides the same benefits to
internal storage and externally virtualized storage systems.

The space reduction occurs when the host writes the data. This process is unlike other
compression solutions in which some or all of the reduction is realized only after a
post-process compression batch job is run.

The license for compression is included in the IBM FlashSystem V9000 base license for
internal storage. To use compression on external storage, licensing is required. With IBM
FlashSystem V9000, Real-time Compression is licensed by capacity, per terabyte of virtual
data.
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Common use cases
This section addresses the most common use cases for implementing compression:

General-purpose volumes
Databases

Virtualized infrastructures
Log server data stores
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General-purpose volumes

Most general-purpose volumes are used for highly compressible data types, such as home
directories, computer aided design/computer aided manufacturing (CAD/CAM), oil and gas
geoseismic data, and log data. Storing such types of data in compressed volumes provides
immediate capacity reduction to the overall consumed space. More space can be provided to
users without any change to the environment.

Many file types can be stored in general-purpose servers. However, for practical information,
the estimated compression ratios are based on actual field experience. Expected
compression ratios are 50 - 60%.

File systems that contain audio, video files, and compressed files are not good candidates for
compression. The overall capacity savings on these file types are minimal.

Databases

Database information is stored in table space files. Observing high compression ratios in
database volumes is common. Examples of databases that can greatly benefit from Real-time
Compression are IBM DB2®, Oracle, and Microsoft SQL Server. Expected compression
ratios are 50 - 80%.

Important: Some databases offer optional built-in compression. Compressing files that are
already compressed yields little benefit and will unnecessarily consume system resources.

Virtualized infrastructures

The proliferation of open systems virtualization in the market has increased the use of storage
space, with more virtual server images and backups kept online. The use of compression
reduces the storage requirements at the source.

Examples of virtualization solutions that can greatly benefit from real-time compression are
VMware, Microsoft Hyper-V, and kernel-based virtual machine (KVM). Expected compression
ratios are 45 - 75%.

Log server data stores

Logs are a critical part for information technology (IT) departments in any organization. Log
aggregates or syslog servers are a central point for the administrators, and immediate access
is necessary when they are needed. Log server data stores are good candidates for
Real-time Compression with expected compression ratios up to 90%.

Tip: Virtual machines with file systems that contain compressed files are not good candi-
dates for compression, as described in “General-purpose volumes”.
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Real-time Compression concepts

The Random Access Compression Engine (RACE) technology is based on over 50 patents
that are not primarily about compression. Instead, they define how to make industry-standard
Lempel-Ziv (LZ) and Huffman compression of primary storage operate in real-time and allow
random access. The primary intellectual property behind this is the RACE engine.

At a high level, the IBM RACE component compresses data that is written into the storage
system dynamically. This compression occurs transparently, so connected hosts are not
aware of the compression. RACE is an inline compression technology, meaning that each
host write is compressed as it passes through the IBM FlashSystem V9000 to the disks. This
has a clear benefit over other compression technologies that are based on post-processing.
These technologies do not provide immediate capacity savings; therefore, they are not a good
fit for primary storage workloads, such as databases and active data set applications.

RACE is based on the LZ and Huffman lossless data compression algorithms and operates in
a real-time method. When a host sends a write request, it is acknowledged by the write cache
of the system, and then staged to the storage pool. As part of its staging, it passes through
the compression engine and is then stored in compressed format onto the storage pool.
Therefore, writes are acknowledged immediately after they are received by the write cache,
with compression occurring as part of the staging to internal or external physical storage.

Capacity is saved when the data is written by the host, because the host writes are smaller
when they are written to the storage pool.

IBM Real-time Compression is a self-tuning solution. It adapts to the workload that runs on
the system at any particular moment.

Random Access Compression Engine (RACE)

The IBM patented RACE implements an inverted approach when compared to traditional
approaches to compression. RACE uses variable-size chunks for the input, and produces
fixed-size chunks for the output.

This method enables an efficient and consistent method to index the compressed data,
because it is stored in fixed-size containers.

Chapter 3. Advanced software functions 107



108

Figure 3-4 shows random access compression.
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Figure 3-4 Random access compression

Location-based compression

Both compression utilities and traditional storage systems compress data by finding
repetitions of bytes within the chunk that is being compressed. The compression ratio of this
chunk depends on how many repetitions can be detected within the chunk. The number of
repetitions is affected by how much the bytes that are stored in the chunk are related to each
other. The relation between bytes is driven by the format of the object. For example, an office
document might contain textual information and an embedded drawing (like this page).

Because the chunking of the file is arbitrary, the file has no notion of how the data is laid out
within the document. Therefore, a compressed chunk can be a mixture of the textual
information and part of the drawing. This process yields a lower compression ratio, because
the different data types mixed together cause a suboptimal dictionary of repetitions. That is,
fewer repetitions can be detected because a repetition of bytes in a text object is unlikely to be
found in a drawing.

This traditional approach to data compression is also called location-based compression. The
data repetition detection is based on the location of data within the same chunk.

This challenge was also addressed with the predecide mechanism.
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Predecide mechanism

Some data chunks have a higher compression ratio than others. Compressing some of the
chunks saves little space, but still requires resources, such as processor (CPU) and memory.
To avoid spending resources on uncompressible data, and to provide the ability to use a
different, more effective (in this particular case) compression algorithm, IBM invented a
predecide mechanism.

The chunks that are below a given compression ratio are skipped by the compression engine
therefore saving CPU time and memory processing. Chunks that are decided not to be
compressed with the main compression algorithm, but that still can be compressed well with
the other, are marked and processed accordingly.

For blocks with a very high compression rate, the Huffmann algorithm is used. The LZ
algorithm is used for blocks with a normal compression rate, and the block is not compressed
if it has a very low compression rate. This improves the write performance and compression
rate of the disk. The result might vary because the predecide mechanism does not check the
entire block, only a sample of it.

Temporal compression
RACE offers a technology leap beyond location-based compression: Temporal compression.

When host writes arrive to RACE, they are compressed and fill up fixed size chunks also
called compressed blocks. Multiple compressed writes can be aggregated into a single
compressed block. A dictionary of the detected repetitions is stored within the compressed
block. When applications write new data or update existing data, it is typically sent from the
host to the storage system as a series of writes. Because these writes are likely to originate
from the same application and be from the same data type, more repetitions are usually
detected by the compression algorithm.

This type of data compression is called temporal compression because the data repetition
detection is based on the time the data was written into the same compressed block.
Temporal compression adds the time dimension that is not available to other compression
algorithms. It offers a higher compression ratio because the compressed data in a block
represents a more homogeneous set of input data.
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Figure 3-5 shows (in the upper part) how three writes that are sent one after the other by a
host end up in different chunks. They get compressed in different chunks because their
location in the volume is not adjacent. This yields a lower compression ratio because the
same data must be compressed non-natively by using three separate dictionaries. When the
same three writes are sent through RACE (in the lower part of the figure), the writes are
compressed together by using a single dictionary. This yields a higher compression ratio than
location-based compression.
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Figure 3-5 Location-based versus temporal compression

For more details about Easy Tier, see these Redbooks publications:
» IBM SAN Volume Controller 2145-DH8 Introduction and Implementation, SG24-8229

» Implementing the IBM System Storage SAN Volume Controller with IBM Spectrum
Virtualize V7.6, SG24-7933

» Accelerate with IBM FlashSystem V840 Compression, REDP-5147

Compression of existing data

In addition to compressing data in real time, compressing existing data sets is also possible.
To do that, you need to add a compressed mirrored copy of an existing volume. After the
copies are fully synchronized, you can delete the original, non-compressed copy. This
process is nondisruptive, so the data remains online and accessible by applications

and users.

With this capability, you can regain space from storage pools, which can then be reused for
other applications. With virtualization of external storage systems, the ability to compress
already-stored data significantly enhances and accelerates the benefit to users.
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Compression hardware

IBM FlashSystem V9000 uses a secondary 8-core CPU and 32 GB memory for use with
Real-time Compression. This additional, compression-dedicated hardware enables improved
system performance when using compression. IBM FlashSystem V9000 offers the option to
include two Intel Quick Assist compression acceleration cards based on the Coletto Creek
chipset. These compression acceleration cards are configured by default and are required for
Real-time Compression.

Requirement: To use the Real-time Compression on IBM FlashSystem V9000, two Intel
Quick Assist compression acceleration cards are required.

3.2.4 Data reduction: pattern removal, data deduplication, and compression

Deduplication can be implemented on the IBM FlashSystem V9000 by attaching an IBM
FlashSystem A9000 as external storage. While the IBM FlashSystem V9000 is not currently
providing deduplication natively, by creating a storage pool with managed disks from the IBM
FlashSystem A9000, the capability is easily provided. This section describes data reduction
on the IBM FlashSystem A9000 and how these managed disks are used on the IBM
FlashSystem V9000.

IBM FlashSystem A9000 and IBM FlashSystem A9000R

IBM FlashSystem A9000 and IBM FlashSystem A9000R use industry-leading data reduction
technology that combines inline, real-time pattern matching and removal, data deduplication,
and compression. Compression also uses hardware cards inside each grid controller.
Compression can easily provide a 2:1 data reduction saving rate on its own, effectively
doubling the system storage capacity. Combined with pattern removal and data deduplication
services, IBM FlashSystem A9000 and IBM FlashSystem A9000R can easily yield an
effective data capacity of five times the original usable physical capacity.

Using IBM FlashSystem A9000 or IBM FlashSystem A9000R with
IBM FlashSystem V9000

The IBM FlashSystem V9000 uses the IBM FlashSystem A9000 as external storage.
This is accomplished by the steps described in the following sections.

IBM FlashSystem A9000 tasks
Perform these tasks:

1. Zone the IBM FlashSystem A9000 or IBM FlashSystem A9000R with the IBM
FlashSystem V9000.

2. Define the IBM FlashSystem V9000 as a host on the IBM FlashSystem A9000.
3. Map volumes on the IBM FlashSystem A9000 to this IBM FlashSystem V9000 host.

IBM FlashSystem V9000 tasks
Perform these tasks:

1. Discover storage on the IBM FlashSystem V9000; the volumes appear as managed disks.

2. Assign these managed disks to a pool containing only storage from this IBM FlashSystem
A9000 device.

3. Allocate volumes from this pool to IBM FlashSystem V9000 hosts that are good
deduplication targets.
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With IBM FlashSystem V9000, using IBM FlashSystem A9000 deduplication technology is
simple. Figure 3-6 shows that the Deduplication attribute of the managed disk is Active.

Properties for MDisk mdisk3

i Name: mdisk3
* State: v Online

ID: 3

Capacity: 962.66 GIB

Pool:

Mode: Unmanaged

LUN: 0000000000000001
Tier: Enterprise
Encryption: Not Encrypted

Protocol: Fibre Channel

System name: controllerd

Figure 3-6 IBM FlashSystem V9000 managed disks from IBM FlashSystem A9000R

Deduplication status is important because it also allows IBM FlashSystem V9000 to
recognize and enforce restrictions:

» Storage pools with deduplication MDisks should only contain MDisks from the same
IBM FlashSystem A9000 or IBM FlashSystem A9000R storage controller.

» Deduplication MDisks cannot be mixed in an Easy Tier enabled storage pool.

Note: Currently the IBM FlashSystem V9000 does allow you to create compressed
volumes in a storage pool with deduplication. This capability provides no benefit because
the IBM FlashSystem A9000 cannot deduplicate or compress data that is already
compressed. A good practice is to allow the IBM FlashSystem A9000 to perform the
deduplication and compression.

3.3 Data migration

112

By using the IBM FlashSystem V9000, you can change the mapping of volume extents

to managed disk (MDisk) extents, without interrupting host access to the volume. This
functionality is used when volume migrations are performed. It also applies to any volume
that is defined on the IBM FlashSystem V9000. This functionality can be used for the
following tasks:

» Migrating data from older external storage to IBM FlashSystem V9000 managed storage.
» You can redistribute volumes to accomplish the following tasks:

— Moving workload onto newly installed storage
— Moving workload off old or failing storage, ahead of decommissioning it
— Moving workload to rebalance a changed workload
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» Migrating data from one IBM FlashSystem V9000 clustered system to another IBM
FlashSystem V9000 system.

» Moving volumes I/O caching between IBM FlashSystem V9000 building blocks to
redistribute workload across an IBM FlashSystem V9000 system.

3.3.1 Migration operations

You can perform migration at the volume or the extent level, depending on the purpose of the
migration. The following migration tasks are supported:

» Migrating extents within a storage pool and redistributing the extents of a volume on the
MDisks within the same storage pool.

» Migrating extents off an MDisk (which is removed from the storage pool) to other MDisks in
the same storage pool.

» Migrating a volume from one storage pool to another storage pool.
» Migrating a volume to change the virtualization type of the volume to image.
» Moving a volume between building blocks nondisruptively.

3.3.2 Migrating data from an image mode volume

This section describes migrating data from an image mode volume to a fully managed
volume. This type of migration is used to take an existing host logical unit number (LUN) and
move it into the virtualization environment as provided by the IBM FlashSystem V9000
system.

To perform any type of migration activity on an image mode volume, the image mode disk first
must be converted into a managed mode disk.

The following MDisk modes are available:

» Unmanaged MDisk

An MDisk is reported as unmanaged when it is not a member of any storage pool. An
unmanaged MDisk is not associated with any volumes and has no metadata that is stored
on it. The IBM FlashSystem V9000 does not write to an MDisk that is in unmanaged mode
except when it attempts to change the mode of the MDisk to one of the other modes.

» Image mode MDisk

Image mode provides a direct block-for-block translation from the MDisk to the volume.
At this point, the back-end storage is partially virtualized. Image mode volumes have a
minimum size of one block (512 bytes) and always occupy at least one extent. An image
mode MDisk is associated with exactly one volume.

» Managed mode MDisk
Managed mode MDisks contribute extents to the pool of available extents in the storage
pool. One or more volumes might use these extents.

The image mode volume can then be changed into a managed mode volume and is treated in
the same way as any other managed mode volume.
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Example for an image mode migration
A typical image mode migration consists of the following steps:

1. Connecting IBM FlashSystem V9000 to your storage area network (SAN) fabric:

a. Create storage zones.
b. Create host zones.

2. Getting your disk serial numbers.
3. Preparing your IBM FlashSystem V9000 to virtualize external disks:

a. Create a storage pool.

b. Create the host definition.

c. Verify that you can see your storage subsystem.
d. Get your disk serial numbers.

4. Moving the LUNSs to the IBM FlashSystem V9000:

Shut down hosts.

Unmap and unmask the disks from the server.

Remap and remask the disks to the IBM FlashSystem V9000.

From the IBM FlashSystem V9000, discover the new disks by using Detect MDisk.
Prepare the server with the recommended multipathing driver and firmware.

Create image mode volume and map to server (an import wizard can automate this).
Restart server and applications.

@ 00T

5. Migrating the image mode volumes (virtual disks, known as VDisks).
6. Removing the storage system from IBM FlashSystem V9000.

3.4 Advanced copy services

This section describes the advanced copy service features of the IBM FlashSystem V9000.

With these features, you can address the need for high availability and disaster recovery
solutions, while FlashCopy enables faster backups and data duplication for testing.

3.4.1 FlashCopy

By using the FlashCopy function of the IBM FlashSystem V9000, you can perform a
point-in-time copy of one or more volumes. This section describes the usage scenarios of
FlashCopy and provide an overview of its configuration and use.

You can use FlashCopy to help solve critical and challenging business needs that require
duplication of data of your source volume. Volumes can remain online and active while you
create crash consistent copies of the data sets. Because the copy is performed at the block
level, it operates below the host operating system and cache and, therefore, is not apparent to
the host.

Important: Because FlashCopy operates at the block level below the host operating
system and cache, those levels do need to be flushed for application consistent flash
copies. Failing to flush the host operating system and application cache produces what is
referred to as a crash-consistent copy.
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While the FlashCopy operation is performed, the source volume is frozen briefly to initialize
the FlashCopy bitmap and then I/O can resume. Although several FlashCopy options require
the data to be copied from the source to the target in the background, which can take some
time to complete, the resulting data on the target volume is presented so that the copy
appears to complete immediately.

This process is done by using a bitmap (or bit array), which tracks changes to the data after
the FlashCopy is started and an indirection layer, which enables data to be read from the
source volume transparently.

Use cases for FlashCopy

FlashCopy can address a wide range of technical needs. Common use cases for FlashCopy
include, but are not limited to the following examples:

» Back up improvements with FlashCopy

FlashCopy can be used to minimize and, under certain conditions, eliminate application
downtime that is associated with performing backups or transfer the resource usage of
performing intensive backups from production systems.

» Restore with FlashCopy

FlashCopy can perform a restore from any existing FlashCopy mapping. Therefore, you
can restore (or copy) from the target to the source of your regular FlashCopy relationships.
This approach can be used for various applications, such as recovering your production
database application after an errant batch process that caused extensive damage.

» Moving and migrating data with FlashCopy

FlashCopy can be used to facilitate the movement or migration of data between hosts
while minimizing downtime for applications. By using FlashCopy, application data can be
copied from source volumes to new target volumes while applications remain online. After
the volumes are fully copied and synchronized, the application can be brought down and
then immediately brought back up on the new server that is accessing the new FlashCopy
target volumes.

» Application testing with FlashCopy

Often, an important step is to test a new version of an application or operating system that
is using actual production data. FlashCopy makes this type of testing easy to accomplish
without putting the production data at risk or requiring downtime to create a constant copy.
You create a FlashCopy of your source and use that for your testing. This copy is a
duplicate of your production data down to the block level so that even physical disk
identifiers are copied. Therefore, distinguishing the difference is impossible for your
applications.

FlashCopy attributes
The FlashCopy function in IBM FlashSystem V9000 features the following attributes:

» The target is the time-zero copy of the source, which is known as FlashCopy mapping
targets.

» FlashCopy produces an exact copy of the source volume, including any metadata that was
written by the host operating system, logical volume manager, and applications.

» The target volume is available for read/write (almost) immediately after the FlashCopy
operation.

» The source and target volumes must be the same “virtual” size.
» The source and target volumes must be on the same IBM FlashSystem V9000 system.
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» The source and target volumes do not need to be in the same building block or storage
pool.

» The storage pool extent sizes can differ between the source and target.
» The source volumes can have up to 256 target volumes (Multiple Target FlashCopy).

» The target volumes can be the source volumes for other FlashCopy relationships
(cascaded FlashCopy).

» Consistency groups are supported to enable FlashCopy across multiple volumes at the
same time.

» Up to 255 FlashCopy consistency groups are supported per system.
» Up to 512 FlashCopy mappings can be placed in one consistency group.
» The target volume can be updated independently of the source volume.

» Bitmaps that are governing I/O redirection (I/O indirection layer) are maintained in both
nodes of the IBM FlashSystem V9000 building block to prevent a single point of failure.

» FlashCopy mapping and Consistency Groups can be automatically withdrawn after the
completion of the background copy.

» Space Efficient FlashCopy (or Snapshot in GUI) use disk space only when updates are
made to the source or target data and not for the entire capacity of a volume copy.

» FlashCopy licensing is included for internal storage and based on the virtual capacity of
the source volumes for external storage.

» Incremental FlashCopy copies all of the data when you first start FlashCopy and then only
the changes when you stop and start FlashCopy mapping again. Incremental FlashCopy
can substantially reduce the time that is required to re-create an independent image.

» Reverse FlashCopy enables FlashCopy targets to become restore points for the source
without breaking the FlashCopy relationship and without having to wait for the original
copy operation to complete.

» The maximum number of supported FlashCopy mappings is 4096 per IBM FlashSystem
V9000 system.

» The size of the source and target volumes cannot be altered (increased or decreased)
while a FlashCopy mapping is defined.

Configuring FlashCopy

The IBM FlashSystem V9000 GUI provides three FlashCopy presets (Snapshot, Clone, and
Backup) to simplify the more common FlashCopy operations.

These presets meet most FlashCopy requirements, but they do not provide support for all
possible FlashCopy options. More specialized options are available by using Advanced
FlashCopy. Using the options Create Snapshot, Create Clone, Create Backup automatically
creates the target volume to be the same type as the source and puts that FlashCopy in the
same pool. If different options are needed, use Advanced FlashCopy.

Figure 3-7 on page 117 shows the FlashCopy GUI. In the FlashCopy panel, you can select
the presets by right-clicking a volume. Select multiple volumes to create a FlashCopy for
multiple volume as a consistency group.
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Figure 3-7 FlashCopy GUI

Snapshot

This preset creates a copy-on-write point-in-time copy. The snapshot is not intended to be an
independent copy. Instead, it is used to maintain a view of the production data at the time that
the snapshot is created. Therefore, the snapshot holds only the data from regions of the
production volume that changed since the snapshot was created. Because the snapshot
preset uses thin provisioning, only the capacity that is required for the changes is used.

Snapshot uses the following preset parameters:

» Background copy: None
Incremental: No

Delete after completion: No
Cleaning rate: No

>
>
>
» Primary copy source pool: Target pool
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Use case: Snapshot

The user wants to produce a copy of a volume without affecting the availability of the volume.
The user does not anticipate many changes to be made to the source or target volume; a
significant proportion of the volumes remains unchanged.

By ensuring that only changes require a copy of data to be made, the total amount of disk
space that is required for the copy is reduced. Therefore, many snapshot copies can be used
in the environment.

Snapshots are useful for providing protection against some corruptions or similar issues with
the validity/content of the data, but they do not provide protection from problems affecting
access to or data loss in the source volume. Snapshots can also provide a vehicle for
performing repeatable testing (including “what-if” modeling that is based on production data)
without requiring a full copy of the data to be provisioned.

Clone

The clone preset creates a replica of the volume, which can be changed without affecting the
original volume. After the copy completes, the mapping that was created by the preset is
automatically deleted.

Clone uses the following preset parameters:

Background copy rate: 50 seconds
Incremental: No

Delete after completion: Yes

Cleaning rate: 50

Primary copy source pool: Target pool

vyvyVvyyy

The Background copy rate can be changed at any time during the FlashCopy process on a
clone or incremental FlashCopy.

Table 3-1 lists possible speeds for the background copy rate.

Table 3-1 Background copy rate

Background copy rate Data copied per second
1-10 128 kilobytes (KB)
11-20 256 KB
21-30 512 KB
31-40 1 megabyte (MB)
41-50 2MB
51-60 4 MB
61-70 8 MB
71-80 16 MB
81-90 32 MB
91-100 64 MB
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Use case: Clone

Users want a copy of the volume that they can modify without affecting the original volume.
After the clone is established, there is no expectation that it is refreshed or that there are any
further need to reference the original production data again. If the source is thin-provisioned,
the target is thin-provisioned for the auto-create target.

Backup

The backup preset creates a point-in-time replica of the production data. After the copy
completes, the backup view can be refreshed from the production data, with minimal copying
of data from the production volume to the backup volume.

Backup uses the following preset parameters:

» Background copy rate: 50
» Incremental: Yes

» Delete after completion: No

» Cleaning rate: 50

» Primary copy source pool: Target pool

Use case: Backup

The user wants to create a copy of the volume that can be used as a backup if the source
becomes unavailable, as in the case of the loss of the underlying physical controller. The user
plans to periodically update the secondary copy and does not want to suffer the resource cost
of creating a new copy each time (and incremental FlashCopy times are faster than full copy,
which helps to reduce the window where the new backup is not yet fully effective). If the
source is thin-provisioned, the target is thin-provisioned on this option for the auto-create
target.

Another use case is to create and maintain (periodically refresh) an independent image that
can be subjected to intensive I/O (for example, data mining) without affecting the source
volume’s performance.
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FlashCopy consistency groups can be used to create consistent copies spanning multiple
volumes. FlashCopy consistency groups are managed in the Consistency Groups panel.
Figure 3-8 shows the Consistency Groups panel. Remote Copy Consistency Groups are
managed from the Remote Copy panel. Here you can create, start, stop, delete, and rename
FlashCopy consistency groups. In addition, you can move FlashCopy mappings to or remove
them from consistency groups, look at related volumes, and start, stop, delete, rename, and
edit them.

Consistency Groups superuser
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Wapping Name a
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Hgge7q tecstarpo Copying Flash Time: Mar 3, 2015, 2:56:35 PM
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femap1 & Copying AIX 12  AIX_12 01 Mar 3, 2015, 2:56:35 PM
femap2 () Copying AIX 10  AIX_10_01 Mar 3, 2015, 2:56:35 PM
fcmap3 @ Copying A M AX_1_01 Mar 3, 2015, 2:56:35 PM
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Copy Services
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{ Partnerships 1

Figure 3-8 FlashCopy Consistency Groups
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FlashCopy Mappings are managed from the FlashCopy Mappings panel (Figure 3-9).
Use the Actions menu for tasks to create, start, stop, delete, rename, and edit FlashCopy
mappings, look at related volumes, and move them to or remove them from consistency
groups.
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Figure 3-9 FlashCopy Mappings

IBM Spectrum Protect Snapshot (formerly Tivoli Storage FlashCopy
Manager)

IBM Spectrum Protect Snapshot (formerly IBM Tivoli® Storage FlashCopy Manager) provides
fast application-aware backups and restores using advanced point-in-time image
technologies in the IBM FlashSystem V9000. In addition, it provides an optional integration
with IBM Spectrum Protect (formerly IBM Tivoli Storage Manager) for the long-term storage of
shapshots. All of these products are part of the IBM Spectrum family of products.

With IBM Spectrum Protect Snapshot, you can coordinate and automate host preparation
steps before you issue FlashCopy start commands to ensure that a consistent backup of the
application is made. You can put databases into hot backup mode and flush file system cache
before starting the FlashCopy.
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IBM Spectrum Protect Snapshot also enables easier management of on-disk backups that
use FlashCopy, and provides a simple interface to perform the “reverse” operation.

IBM Spectrum Protect Snapshot V4.1.6 supports the following applications:

» VMware vSphere 6 environments with Site Recovery Manager (SRM) integration

» Instant restore for Virtual Machine File System (VMFS) data stores

» Microsoft Exchange and Microsoft SQL Server, including SQL Server 2012 Availability
Groups

» |IBM DB2

» Oracle database

» IBM DB2 pureScale®

» Other applications can be supported through script customizing

IBM Spectrum Protect Snapshot can create FlashCopy backups from remote copy target
volumes. This means that backup does not have to be copied from primary site to secondary
site because it is already copied through Metro Mirror (MM), Global Mirror and Metro Mirror,
or Global Mirror (GM). An application running in the primary site can have its backup taken in
the secondary site, where the source of this backup is target remote copy volumes.

For more information about IBM Spectrum Protect Snapshot, see the following website:

http://www.ibm.com/software/products/en/spectrum-protect-snapshot

3.4.2 Volume mirroring and migration options
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Volume mirroring is a simple RAID 1-type function that enables a volume to remain online
even when one storage pool backing it up becomes inaccessible. Volume mirroring is
designed to protect the volume from storage infrastructure failures by seamless mirroring
between storage pools.

Volume mirroring is provided by a specific volume mirroring function in the 1/O stack; it cannot
be manipulated like a FlashCopy or other types of copy volumes. However, this feature
provides migration functionality, which can be obtained by splitting the mirrored copy from the
source or by using the “migrate to” function.

With volume mirroring you can move data to different MDisks within the same storage pool, or
move data between different storage pools. The benefit of using volume mirroring over
volume migration is that with volume mirroring storage pools do not need the same extent
size as is the case with volume migration.

Note: Volume mirroring does not create a second volume before you split copies. Volume
mirroring adds a second copy of the data under the same volume, so you end up having
one volume presented to the host with two copies of data connected to this volume. Only
splitting copies creates another volume, and then both volumes have only one copy of
the data.
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You can create a mirrored copy by right-clicking a volume and selecting Volume Copy
Actions — Add Mirrored Copy (Figure 3-10).
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Figure 3-10 Volume Mirror

By right-clicking a copy of a volume, you can split the copy into a new volume, validate the

volume copy, and make a copy the primary copy for read 10s.

3.4.3 Remote Copy

In this section, we describe the Remote Copy services, which are a synchronous remote copy
called Metro Mirror (MM), asynchronous remote copy called Global Mirror (GM), and Global

Mirror with Changed Volumes.

The general application of remote copy services is to maintain two real-time synchronized
copies of a disk. If the master copy fails, you can enable an auxiliary copy for /0O operation.

A typical application of this function is to set up a dual-site solution that uses two IBM
FlashSystem V9000 systems, but IBM FlashSystem V9000 supports remote copy
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relationships to IBM FlashSystem V840, IBM SAN Volume Controller, and Storwize V7000
systems.

The first site is considered the primary or production site, and the second site is considered
the backup site or failover site, which is activated when a failure at the first site is detected.

Each IBM FlashSystem V9000 can maintain up to three partner system relationships,
which enables as many as four systems to be directly associated with each other. This
IBM FlashSystem V9000 partnership capability enables the implementation of disaster
recovery (DR) solutions.

IP Partnerships

IBM FlashSystem V9000 already supports remote copy over Fibre Channel (FC). Remote
copy over Internet Protocol (IP) communication is supported on IBM FlashSystem V9000
systems by using Ethernet communication links. Remote copy over native IP provides a less
expensive alternative to using Fibre Channel configurations.

With native IP partnership, the following Copy Services features are supported:
» Metro Mirror

Referred to as synchronous replication, Metro Mirror provides a consistent copy of a
source virtual disk on a target virtual disk. Data is written to the target virtual disk
synchronously after it is written to the source virtual disk so that the copy is continuously
updated.

» Global Mirror and Global Mirror Change Volumes

Referred to as asynchronous replication, Global Mirror provides a consistent copy of a
source virtual disk on a target virtual disk. Data is written to the target virtual disk
asynchronously so that the copy is continuously updated. However, the copy might not
contain the last few updates if a disaster recovery operation is performed. An added
extension to Global Mirror is Global Mirror with Change Volumes. Global Mirror with
Change Volumes is the preferred method for use with native IP replication.

Note: For IP partnerships, the suggested method of copying is Global Mirror with Change
Volumes.

Intersite link planning
If you use IP partnership, you must meet the following requirements:

» Transmission Control Protocol (TCP) ports 3260 and 3265 are used by systems for IP
partnership communications. Therefore, these ports need to be open.

» The maximum supported round-trip time between systems is 80 milliseconds (ms) for a
1 gigabit per second (Gbps) link.

» The maximum supported round-trip time between systems is 10 ms for a 10 Gbps link.

» For IP partnerships, the suggested method of copying is Global Mirror with Change
Volumes.

» This method is suggested because of the performance benefits. Also, Global Mirror and
Metro Mirror might be more susceptible to the loss of synchronization.

» The amount of intersite heartbeat traffic is a 1 megabit per second (Mbps) per link.

» The minimum bandwidth requirement for the intersite link is 10 Mbps. This, however,
scales up with the amount of host I/O that you choose to do.
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Consistency Groups

A Remote Copy Consistency Group can contain an arbitrary number of relationships up to the
maximum number of Metro Mirror and Global Mirror relationships that is supported by the
IBM FlashSystem V9000 system. Metro Mirror and Global Mirror commands can be issued to
a Remote Copy Consistency Group. Therefore, these commands can be issued
simultaneously for all Metro Mirror and Global Mirror relationships that are defined within that
Consistency Group, or to a single Metro Mirror and Global Mirror relationship that is not part
of a Remote Copy Consistency Group.

For more details about advanced copy services, see Implementing the IBM System Storage
SAN Volume Controller with IBM Spectrum Virtualize V7.6, SG24-7933.

Figure 3-11 shows the concept of Metro Mirror (MM) Consistency Groups. The same applies
to Global Mirror (GM) and FlashCopy Consistency Groups.
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Figure 3-11  Metro Mirror Consistency Group

Because MM_Relationship 1 and 2 are part of the Consistency Group, they can be handled
as one entity. Stand-alone MM_Relationship 3 is handled separately.

Metro Mirror

Metro Mirror establishes a synchronous relationship between two volumes of equal size. The
volumes in a Metro Mirror relationship are referred to as the master (primary) volume and the
auxiliary (secondary) volume. Traditional FC Metro Mirror is primarily used in a metropolitan
area or geographical area, up to a maximum distance of 300 km (186.4 miles), to provide
synchronous replication of data.
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With synchronous copies, host applications write to the master volume, but they do not
receive confirmation that the write operation completed until the data is written to the auxiliary
volume. This action ensures that both the volumes have identical data when the copy
completes. After the initial copy completes, the Metro Mirror function maintains a fully
synchronized copy of the source data at the target site always.

Metro Mirror has the following characteristics:

» Zero recovery point objective (RPO)
» Synchronous
» Production application performance that is affected by round-trip latency

Increased distance directly affects host I/O performance because the writes are synchronous.
Use the requirements for application performance when you are selecting your Metro Mirror
auxiliary location.

Consistency Groups can be used to maintain data integrity for dependent writes, which is
similar to FlashCopy and Global Mirror Consistency Groups.

Events, such as a loss of connectivity between systems, can cause mirrored writes from the
master volume and the auxiliary volume to fail. In that case, Metro Mirror suspends writes to
the auxiliary volume and allows I/O to the master volume to continue, to avoid affecting the
operation of the master volumes.

Figure 3-12 shows how a write to the master volume is mirrored to the cache of the auxiliary
volume before an acknowledgment of the write is sent back to the host that issued the write.
This process ensures that the auxiliary is synchronized in real time if it is needed in a failover
situation.

Host
(1) Write l T (4) Ack
< (3) Ack Write
Cache - Cache
— (2) Mirror Write
Master Auxiliary
volume ) ) ) volume
Metro Mirror Relationship

Figure 3-12 Write on volume in Metro Mirror relationship

However, this process also means that the application is exposed to the latency and
bandwidth limitations (if any) of the communication link between the master and auxiliary
volumes. This process might lead to unacceptable application performance, particularly when
placed under peak load. Therefore, the use of traditional Fibre Channel Metro Mirror has
distance limitations that are based on your performance requirements. IBM FlashSystem
V9000 does support up to 300 km (186.4 miles), but this greatly increases the latency,
especially with flash memory.
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Metro Mirror features
IBM FlashSystem V9000 Metro Mirror supports the following features:

» Synchronous remote copy of volumes that are dispersed over metropolitan distances.

» IBM FlashSystem V9000 implements Metro Mirror relationships between volume pairs,
with each volume in a pair that is managed by an IBM FlashSystem V9000 system.

» Intracluster Metro Mirror, where both volumes belong to the same system and building
block.

» Intercluster Metro Mirror, where each volume belongs to a separate IBM FlashSystem
V9000 system. All intercluster Metro Mirror processing occurs between two IBM
FlashSystem V9000 systems that are configured in a partnership.

» Intercluster and intracluster Metro Mirror can be used concurrently.

» For intercluster Metro Mirror, IBM FlashSystem V9000 maintains a control link between
two systems. This control link is used to control the state and coordinate updates at either
end. The control link is implemented on top of the same Fibre Channel (FC) fabric
connection that the IBM FlashSystem V9000 uses for Metro Mirror I/O.

» IBM FlashSystem V9000 implements a configuration model that maintains the Metro
Mirror configuration and state through major events, such as failover, recovery, and
resynchronization, to minimize user configuration action through these events.

The IBM FlashSystem V9000 allows the resynchronization of changed data so that write
failures that occur on the master or auxiliary volumes do not require a complete
resynchronization of the relationship.

Metro Mirror attributes

The Metro Mirror function in IBM FlashSystem V9000 possesses the following attributes:

» An IBM FlashSystem V9000 system partnership can be created between an IBM
FlashSystem V9000 systems and another IBM FlashSystem V9000, an IBM FlashSystem

V840, a SAN Volume Controller System or an IBM Storwize V7000 operating in the
replication layer (for intercluster Metro Mirror).

» A Metro Mirror relationship is created between two volumes of the same size.

» To manage multiple Metro Mirror relationships as one entity, relationships can be made
part of a Metro Mirror Consistency Group, which ensures data consistency across multiple
Metro Mirror relationships and provides ease of management.

» When a Metro Mirror relationship is started and when the background copy completes, the
relationship becomes consistent and synchronized.

» After the relationship is synchronized, the auxiliary volume holds a copy of the production
data at the primary, which can be used for DR.

» The auxiliary volume is in read-only mode when relationship is active.

» To access the auxiliary volume, the Metro Mirror relationship must be stopped with the
access option enabled before write I/0 is allowed to the auxiliary. The remote host server
is mapped to the auxiliary volume, and the disk is available for I/O.

Global Mirror

The Global Mirror copy service is an asynchronous remote copy service. It provides and
maintains a consistent mirrored copy of a source volume to a target volume.

Global Mirror establishes a Global Mirror relationship between two volumes of equal size. The
volumes in a Global Mirror relationship are referred to as the master (source) volume and the
auxiliary (target) volume, which is the same as Metro Mirror.
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Consistency Groups can be used to maintain data integrity for dependent writes, which is
similar to FlashCopy and Metro Mirror Consistency Groups.

Global Mirror writes data to the auxiliary volume asynchronously, which means that host
writes to the master volume provide the host with confirmation that the write is complete
before the I/O completing on the auxiliary volume.

Global Mirror has the following characteristics:

» Near-zero RPO
» Asynchronous

Production application performance is affected by 1/0 sequencing preparation time.

Asynchronous remote copy

Global Mirror is an asynchronous remote copy technique. In asynchronous remote copy, the
write operations are completed on the primary site and the write acknowledgment is sent to
the host before it is received at the secondary site. An update of this write operation is sent to
the secondary site at a later stage, which provides the capability to perform remote copy over
distances that exceed the limitations of synchronous remote copy.

The Global Mirror function provides the same function as Metro Mirror remote copy, but over
long-distance links with higher latency without requiring the hosts to wait for the full round-trip
delay of the long-distance link. Figure 3-13 shows that a write operation to the master volume
is acknowledged back to the host that is issuing the write before the write operation is
mirrored to the cache for the auxiliary volume.

Host
(1)
(2)
(4)
3 (1) o —
Master 4 Aux
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Master] | Aux -
GM Relationships
Local SVC Cluster Remote SVC Cluster

Figure 3-13 Global Mirror write sequence

The Global Mirror algorithms always maintain a consistent image on the auxiliary. They
achieve this consistent image by identifying sets of I/Os that are active concurrently at the
master, assigning an order to those sets, and applying those sets of I/Os in the assigned
order at the secondary. As a result, Global Mirror maintains the features of write ordering and
read stability.
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The multiple 1/0Os within a single set are applied concurrently. The process that marshals the
sequential sets of I/0Os operates at the secondary system. Therefore, it is not subject to the
latency of the long-distance link. These two elements of the protocol ensure that the
throughput of the total system can be grown by increasing system size while maintaining
consistency across a growing data set.

In a failover scenario where the secondary site must become the master source of data,
certain updates might be missing at the secondary site. Therefore, any applications that use
this data must have an external mechanism for recovering the missing updates and
reapplying them, for example, a transaction log replay.

Global Mirror is supported over FC, Fibre Channel over IP (FCIP), Fibre Channel over
Ethernet (FCoE), and native IP connections.

IBM FlashSystem V9000 Global Mirror features
IBM FlashSystem V9000 Global Mirror supports the following features:

» Asynchronous remote copy of volumes that are dispersed over global scale distances (up
to 25,000 km or 250 ms latency).

» IBM FlashSystem V9000 implements the Global Mirror relationship between a volume
pair, with each volume in the pair being managed by an IBM FlashSystem V9000, IBM
FlashSystem V840, SAN Volume Controller, or Storwize V7000 system.

» Intracluster Global Mirror where both volumes belong to the same system and building
block.

» Intercluster Global Mirror in which each volume belongs to its separate IBM FlashSystem
V9000 system. An IBM FlashSystem V9000 system can be configured for partnership with
between one and three other systems.

» Intercluster and intracluster Global Mirror can be used concurrently but not for the same
volume.

» IBM FlashSystem V9000 does not require a control network or fabric to be installed
to manage Global Mirror. For intercluster Global Mirror, the IBM FlashSystem V9000
maintains a control link between the two systems. This control link is used to control
the state and to coordinate the updates at either end. The control link is implemented
on top of the same FC fabric connection that the IBM FlashSystem V9000 uses for
Global Mirror 1/0.

» IBM FlashSystem V9000 implements a configuration model that maintains the Global
Mirror configuration and state through major events, such as failover, recovery, and
resynchronization, to minimize user configuration action through these events.

» IBM FlashSystem V9000 implements flexible resynchronization support, enabling it to
resynchronize volume pairs that experienced write 1/Os to both disks and to resynchronize
only those regions that changed.

» An optional feature for Global Mirror permits a delay simulation to be applied on writes that
are sent to auxiliary volumes. It is useful in intracluster scenarios for testing purposes.

» Global Mirror source and target volumes can be associated with Change Volumes.

Using Global Mirror with Change Volumes

Global Mirror is designed to achieve a recovery point objective (RPO) as low as possible so
that data is as up-to-date as possible. This design places several strict requirements on your
infrastructure. In certain situations with low network link quality, congested, or overloaded
hosts, you might be affected by multiple 1920 congestion errors.
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Congestion errors happen in the following primary situations:

» Congestion at the source site through the host or network
» Congestion in the network link or network path
» Congestion at the target site through the host/storage/network

To address these issues, Change Volumes are an option for Global Mirror relationships.
Change Volumes use the FlashCopy functionality, but they cannot be manipulated as
FlashCopy volumes because they are special-purpose only. Change Volumes replicate
point-in-time images on a cycling period. The default is 300 seconds. Your change rate needs
to include only the condition of the data at the point-in-time that the image was taken, rather
than all the updates during the period. The use of this function can provide significant
reductions in replication volume.

Global Mirror with Change Volumes has the following characteristics:

Larger RPO

Point-in-time copies

Asynchronous

Possible system performance reduction, because point-in-time copies are created locally

v

>
>
>
Figure 3-14 shows a simple Global Mirror relationship with Change Volumes.
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Figure 3-14 Global Mirror without Change Volumes

With Change Volumes, a FlashCopy mapping exists between the primary volume and the
primary Change Volume. The mapping is updated on the cycling period (60 seconds to one
day). The primary Change Volume is then replicated to the secondary Global Mirror volume at
the target site, which is then captured in another Change Volume on the target site. This
approach provides an always consistent image at the target site, and protects your data from
being inconsistent during resynchronization.

If a copy does not complete in the cycle period, the next cycle does not start until the prior
cycle completes. For this reason, the use of Change Volumes gives you the following
possibilities for RPO:

» If your replication completes in the cycling period, your RPO is twice the cycling period.

» If your replication does not complete within the cycling period, your RPO is twice the
completion time. The next cycling period starts immediately after the prior cycling period is
finished.

Carefully consider your business requirements versus the performance of Global Mirror with
Change Volumes. Global Mirror with Change Volumes increases the intercluster traffic for
more frequent cycling periods. Therefore, selecting the shortest cycle periods possible is not
always the answer. In most cases, the default must meet requirements and perform well.
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Important: When you create your Global Mirror volumes with Change Volumes, make sure
that you remember to select the Change Volume on the auxiliary (target) site. Failure to do
so leaves you exposed during a resynchronization operation.

Configuring Remote Copy

Remote Copy relationships and consistency groups can be managed from the Remote Copy
pane. There, you create, start, stop, rename, switch, and delete remote copy mappings and

consistency groups. In addition, you can add mappings to and remove them from consistency
groups. This is shown in Figure 3-15.
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3.5 Data encryption

The IBM FlashSystem V9000 provides optional encryption of data at rest, which protects
against the potential exposure of sensitive user data and user metadata that are stored on
discarded or stolen flash modules. Encryption of system data and metadata is not required,
so system data and metadata are not encrypted.

Encryption logic is actually still implemented by the IBM FlashSystem V9000 while in the
encryption-disabled state, but uses a default, or well-known, key. Therefore, in terms of
security, encryption-disabled is effectively the same as not encrypting at all.

In a system that is encryption-enabled, an access key must be provided to unlock the IBM
FlashSystem V9000 so that it can transparently perform all required encryption-related
functionality, such as encrypt on write and decrypt on read.

At system start (power on), the encryption key must be provided by an outside source so that
the IBM FlashSystem V9000 can be accessed. The encryption key is provided by inserting
the USB flash drives that were created during system initialization in one of the AC2 or AC3
control enclosures in the solution. Starting with FlashSystem V9000 Version 7.8 encryption
keys can be managed by an IBM Security Key Lifecycle Manager (SKLM) key server.IBM
FlashSystem V9000 Version 7.8 and later supports enabling encryption on an IBM Security
Key Lifecycle Manager (SKLM) key server.

Key encryption is protected by an Advanced Encryption Standard (XTS-AES) algorithm key
wrap using the 256-bit symmetric option in XTS mode, as defined in the Institute of Electrical
and Electronics Engineers (IEEE)1619-2007 standard. An HMAC-SHA256 algorithm is used
to create a hash message authentication code (HMAC) for corruption detection, and it is
additionally protected by a system-generated cyclic redundancy check (CRC).

Operational details regarding encryption are described in Chapter 9, “Configuring settings” on
page 405.

3.6 IBM HyperSwap
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HyperSwap capability enables each volume to be presented by two IBM FlashSystem V9000
I/O groups. The configuration tolerates combinations of node and site failures, using host
multipathing driver based on that available for the IBM FlashSystem V9000.

The use of FlashCopy helps maintain a golden image during automatic resynchronization.
Because remote mirroring is used to support the HyperSwap capability, Remote Mirroring
licensing is a requirement for using HyperSwap on IBM FlashSystem V9000.
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Golden image: The following notes describe how a golden image is created and used to
resynchronize a broken HyperSwap relationship:

» An example of an out of sync HyperSwap relationship is when one site goes offline.
When the HyperSwap relationship is re-established, then both copies are now out of
sync.

» Before the sync process starts, a FlashCopy is taken on the “not in sync” site. The
FlashCopy uses the change volume that was assigned to that site during the
HyperSwap setup.

» This FlashCopy is now a golden image, so if the other site crashes or the sync process
breaks, this FlashCopy contains the data before the sync process was started.

» The golden image only exists during the resync of a broken and reestablished
HyperSwap relationship.

3.6.1 Overview of HyperSwap

The HyperSwap high availability function in the IBM FlashSystem V9000 software provides
business continuity if hardware failure, power failure, connectivity failure, or disasters, such as
fire or flooding, occur. HyperSwap is available on the IBM SAN Volume Controller, IBM
Storwize V7000, Storwize V7000 Unified, Storwize V5000, and IBM FlashSystem V9000
products.

The HyperSwap function provides highly available volumes accessible through two sites at up
to 300 km apart. A fully independent copy of the data is maintained at each site. When data is
written by hosts at either site, both copies are synchronously updated before the write
operation is completed. The HyperSwap function automatically optimizes itself to minimize
data transmitted between sites and to minimize host read and write latency.

If the nodes or storage at either site go offline, leaving an online and accessible up-to-date
copy, the HyperSwap function will automatically fail over access to the online copy. The
HyperSwap function also automatically resynchronizes the two copies when possible.

The HyperSwap function in the IBM FlashSystem V9000 software works with the standard
multipathing drivers that are available on a wide variety of host types, with no additional host
support required to access the highly available volume. Where multipathing drivers support
Asymmetric Logical Unit Assignment (ALUA), the storage system tells the multipathing driver
which nodes are closest to it, and should be used to minimize I/O latency. You need to tell the
storage system which site a host is connected to, and it configures host pathing optimally.

For more information about how to use HyperSwap, see Chapter 11, “IBM HyperSwap” on
page 485.
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3.7 IBM Spectrum Control (formerly IBM Tivoli Storage
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Productivity Center)

IBM Spectrum Control (formerly IBM Tivoli Storage Productivity Center) is data and storage
management software for managing heterogeneous storage infrastructures. It helps to
improve visibility, control, and automation for data and storage infrastructures. Organizations
with multiple storage systems can simplify storage provisioning, performance management,
and data replication.

IBM Spectrum Control simplifies the following data and storage management processes:

» A single console for managing all types of data on disk, flash, file, and object storage
systems.

» Simplified visual administration tools — including an advanced web-based user interface,
VMware vCenter plug-in, and IBM Cognos® Business Intelligence, with pre-designed
reports.

» Storage and device management to give you fast deployment with agent-less device
management — while intelligent presets improve provisioning consistency and control.

» Integrated performance management features end-to-end views — including devices, SAN
fabrics, and storage systems. The server-centric view of storage infrastructure enables
fast troubleshooting.

» Data replication management that enables you to have Remote Mirror, snapshot, and
copy management, and that supports Windows, Linux, UNIX, and IBM z Systems® data.

IBM Spectrum Protect Snapshot (formally Tivoli Storage FlashCopy Manager), IBM Spectrum
Control, and part of Virtual Storage Center (VSC) are all included in the IBM Spectrum
Control family.

For more information about IBM Spectrum Control, see the following website:

http://www.ibm.com/software/products/en/spectrum-control-advanced

For more information about IBM Spectrum Suite of software, see the following website:

http://www.ibm.com/systems/storage/spectrum/suite/features.html
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Planning

This chapter describes the steps that are required when you plan the installation of the IBM
FlashSystem V9000 in your environment. This chapter considers the implications of your
storage network from both the host attachment side and the internal storage expansion side.
This chapter also describes all the environmental requirements that you must consider.

This chapter includes the following topics:

General planning introduction

Physical planning

Logical planning

License features

Data migration

IBM FlashSystem V9000 configuration backup procedure
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4.1 General planning introduction
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To achieve the most benefit from the IBM FlashSystem V9000, preinstallation planning must
include several important steps. These steps can ensure that the IBM FlashSystem V9000
provides the best possible performance, reliability, and ease of management to meet the
needs of your solution. Proper planning and configuration also helps minimize future
downtime by avoiding the need for changes to the IBM FlashSystem V9000 and the storage
area network (SAN) environment to meet future growth needs.

Important steps include planning the IBM FlashSystem V9000 configuration and completing
the planning tasks and worksheets before system installation.

An IBM FlashSystem V9000 solution is sold in what is referred to as a building block, as
shown in Figure 4-1. A single building block consists of two AC2 or AC3 control enclosures
and one AE2 expansion. Each building block is an /0 Group in the solution.

Figure 4-1 IBM FlashSystem V9000 base building block

IBM FlashSystem V9000 can be grown in two directions depending on the needs of the
environment. This is known as the scale-up, scale-out capability:

» It can have all its capabilities increased by adding up to four total building blocks to the
solution. This increases both the capacity and the performance alike.

» If just capacity is needed, it can be increased by adding up to four total AE2 storage
enclosures beyond the single AE2 contained within each building block.

A fully configured IBM FlashSystem V9000 consists of eight AC2 or AC3 control
enclosures and eight AE2 storage enclosures, sometimes referred to as an eight by eight
configuration.

This chapter covers planning for the installation of a single IBM FlashSystem V9000 solution,
consisting of a single building block (two AC2 or AC3 control enclosures and one AE2 storage
enclosure). When you plan for larger IBM FlashSystem V9000 configurations, consider the
required SAN and networking connections for the appropriate number of building blocks and
scale-up expansion AE2 storage controllers.

For details about scalability and multiple building blocks, see Chapter 5, “Scalability” on
page 179.
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Requirement: A pre-sale Technical Delivery Assessment (TDA) must be conducted to
ensure that the configuration is correct and the solution being planned for is valid. A
pre-install TDA must be conducted shortly after the order is placed and before the
equipment arrives at the customer’s location to ensure that the site is ready for the delivery
and that roles and responsibilities are documented regarding all the parties who will be
engaged during the installation and implementation. Before the system is installed and
configured, you must complete all the planning worksheets. When the planning worksheets
are completed, you submit them to the IBM service support representative (SSR).

Follow these steps when you plan for an IBM FlashSystem V9000 solution:

1. Collect and document the number of hosts (application servers) to attach to the IBM
FlashSystem V9000, the traffic profile activity (read or write, sequential, or random), and
the performance expectations for each user group (input/output (I/O) operations per
second (IOPS) and throughput in megabytes per second (MBps)).

2. Collect and document the storage requirements and capacities:

— Total internal expansion capacity that will exist in the environment.

— Total external storage that will be attached to the IBM FlashSystem V9000.

— Required storage capacity for local mirror copy (Volume mirroring).

— Required storage capacity for point-in-time copy (IBM FlashCopy).

— Required storage capacity for remote copy (Metro Mirror and Global Mirror).

— Required storage capacity for use of the IBM HyperSwap function.

— Required storage capacity for compressed volumes.

— Per host for storage capacity, the host logical unit number (LUN) quantity, and sizes.

— Required virtual storage capacity that is used as a fully managed volume and used as
a thin-provisioned volume.

3. Define the local and remote IBM FlashSystem V9000 SAN fabrics to be used for both the
internal connections and the host and external storage. Also plan for the remote copy or
the secondary disaster recovery site as needed.

4. Define the number of building blocks and additional expansion AE2 storage controllers
required for the site solution. Each building block that makes up an I/0 Group is the
container for the volume. The number of necessary /O Groups depends on the overall
performance requirements.

5. Design the host side of the SAN according to the requirements for high availability and
best performance. Consider the total number of ports and the bandwidth that is needed
between the host and the IBM FlashSystem V9000, and the IBM FlashSystem V9000 and
the external storage subsystems.

6. Design the internal side of the SAN according to the requirements as outlined in the
cabling specifications for the building blocks being installed. This SAN network is used for
IBM FlashSystem V9000 control nodes, and the expansion storage data transfers.
Connecting this network across inter-switch links (ISL) is not supported.

Important: Check and carefully count the required ports for the wanted configuration.
Equally important, consider future expansion when planning an initial installation to
ensure ease of growth.

7. If your solution uses Internet Small Computer System Interface (iISCSI), design the iSCSI
network according to the requirements for high availability (HA) and best performance.
Consider the total number of ports and bandwidth that is needed between the host and the
IBM FlashSystem V9000.
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8. Determine the IBM FlashSystem V9000 cluster management and AC2 or AC3 service
Internet Protocol (IP) addresses needed. The system requires an IP address for the
cluster and each of the AC2 or AC3 control enclosures.

9. Determine the IP addresses for the IBM FlashSystem V9000 system and for the hosts that
connect through the iSCSI network.

10.Define a naming convention for the IBM FlashSystem V9000 AC2 or AC3 control
enclosures, host, and any external storage subsystem planned. For example,
ITSO V9000-1 shows that the IBM FlashSystem V9000 is mainly used by the
International Technical Support Organization (ITSO) Redbooks team, and is the first IBM
FlashSystem V9000 in the department.

11.Define the managed disks (MDisks) from external storage subsystems.

12.1f needed, define storage pools. The use of storage pools depend on the workload, any
external storage subsystem connected, more expansions or building blocks being added,
and the focus for their use. There might also be a need for defining pools for use by data
migration requirements or easy tier.

13.Plan the logical configuration of the volumes within the 1/0 Groups and the storage pools
to optimize the 1/O load between the hosts and the IBM FlashSystem V9000.

14.Plan for the physical location of the equipment in the rack. IBM FlashSystem V9000
planning can be categorized into two types:

— Physical planning
— Logical planning
The following sections describe these planning types in more detail.

Note: IBM FlashSystem V9000 V7.7.1 and later provides GUI management of the
HyperSwap function. HyperSwap enables each volume to be presented by two I/O
groups. If you plan to use this function, you must consider the I/0O Group assignments in
the planning for the IBM FlashSystem V9000.

For more details about the HyperSwap function, see Chapter 2, “FlashSystem V9000
architecture” on page 25, and Chapter 11, “IBM HyperSwap” on page 485.

4.2 Physical planning

138

Use the information in this section as guidance when you are planning the physical layout and
connections to use for installing your IBM FlashSystem V9000 in a rack and connecting to
your environment.

Industry standard racks are defined by the Electronic Industries Alliance (EIA) as 19-inch
wide by 1.75-inch tall rack spaces or units, each of which is commonly referred to as /U of the
rack. Each IBM FlashSystem V9000 building block requires 6U of contiguous space in a
standard rack. Additionally, each add-on expansion enclosure requires another 2U of space.

When growing the IBM FlashSystem V9000 solution by adding building blocks and
expansions, the best approach is to plan for all of the members to be installed in the same
cabinet for ease of cabling the internal dedicated SAN fabric connections. One 42U rack
cabinet can house an entire maximum configuration of an IBM FlashSystem V9000 solution,
and also its SAN switches and an Ethernet switch for management connections.
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Figure 4-2 shows a fully configured solution of four building blocks in a 42U rack.

Front

“=NUWLBLOOND O

Back

Figure 4-2 Maximum future configuration of IBM FlashSystemV9000 fully scaled-out and scaled-up

The AC2 control enclosures

Each AC2 control enclosure can support up to six PCle expansion I/O cards, as identified in
Table 4-1, to provide a range of connectivity and capacity expansion options.

Table 4-1 Layout of expansion card options for AC2 control enclosures

Top of control enclosure cards supported

PCle Slot 1: 1/0 Card (8 gigabit (Gb) or 16 Gb
Fibre Channel (FC))

PCle Slot 4: Compression Acceleration Card

PCle Slot 2: 1/0 Card (8 Gb,16 Gb FC, or
10 gigabyte Ethernet (GbE))

PCle Slot 5: 1/0 Card (8 Gb,16 Gb FC, or
10 GbE)

PCle Slot 3: 1/0 (16 Gb FC only)

PCle Slot 6: Compression Acceleration Card
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The AC3 control enclosures

Each ACS3 control enclosure can support up to eight PCle expansion I/O cards, as identified in
Table 4-2, to provide a range of connectivity and capacity expansion options.

Table 4-2 Layout of expansion card options for AC3 control enclosures

PCle slot Adapter Type

1 Not supported for use

SAS

Fibre Channel or Ethernet

Fibre Channel or Ethernet

SAS or Compression accelerator

Fibre Channel or Ethernet

Fibre Channel or Ethernet

| N]o|lo]l ]| DND

Compression Accelerator

Five /0O adapter options can be ordered:

>

»

>

Feature code AH10: Four-port 8 gigabits per second (Gbps) FC Card:

— Includes one four-port 8 Gbps FC Card with four Shortwave Transceivers.
— Maximum feature quantity is three.

Feature code AH11: Two-port 16 Gbps FC Card:

— Includes one two-port 16 Gbps FC Card with two Shortwave Transceivers.
— Maximum feature quantity is four.

Feature code AH12: 4-port 10 Gbps Ethernet (iISCSI/FCoE):

— Includes one four-port 10 GbE Card with four small form-factor pluggable plus (SFP+)
transceivers.

— Maximum feature quantity is one.
Feature code AH13: 4-port 12 Gbps SAS
Feature code AF44: 4-port 16 Gbps Fibre Channel

There is also an option for ordering the compression accelerator feature, which is included by
default with IBM Real-time Compression software:

>

Feature code AH1A: Compression Acceleration Card:

— Includes one Compression Acceleration Card.
— Maximum feature quantity is two.

Note the following information about the AC3 control enclosure PCle adapters and slots:

» A maximum of four 4-port 16 Gbps Fibre Channel adapters can be installed in each

control enclosure.

» A maximum of one 4-port 10 Gbs Ethernet (iISCSI/FCoE) adapter can be installed in each

control enclosure.
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» The 4-port SAS adapter can connect to V9000 standard or high-density expansion
enclosures only. Only ports 1 and 3 can be used to provide the connections to each of
the expansion enclosures.

» The compression accelerator adapter has no external ports. Compression adapters can
be installed in PCle slots 5 and 8 only. Two adapters can be installed offering improved 1/0
performance when using compressed volumes.

For more IBM FlashSystem product details, see IBM FlashSystem V9000 Version 7.7 Product
Guide, REDP-5409.

Figure 4-3 shows the rear view of an AC2 control enclosure with the six available Peripheral
Component Interconnect Express (PCle) adapter slots locations identified.

PCIe Expansion Slots

1 Gbps IP Tech Port USB Ports
Ports

Figure 4-3 AC2 rear view

Figure 4-4 shows the rear view of an AC3 control enclosure with the eight available PCle
adapter slots locations identified.

PCle Expansion slots

Serial port

Figure 4-4 AC3 control enclosure rear view

The AE2 storage enclosure is a flash memory enclosure that can house up to 12 modules of
1.2TB, 2.9 TB, and 5.7 TB capacities. The enclosure is equipped with either four FC adapters
configured with four 8 Gbps ports, or configured with two 16 Gbps ports. There are two
adapters per canister for a total of sixteen or eight ports. The AE2 storage enclosure also has
two redundant 1300 W power supplies.
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Figure 4-5 shows locations of these components. In normal circumstances, the 1 Gbps
Ethernet ports and Universal Serial Bus (USB) ports are not used in this enclosure.

Figure 4-5 AE2 view

4.2.1 Racking considerations
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IBM FlashSystem V9000 must be installed in a minimum of a one building block configuration.
Each building block is designed with the two AC2 or AC3 control enclosures and the AE2
enclosure in the middle. These enclosures must be installed contiguously and in the proper
order for the system bezel to be attached to the front of the system. A total of 6U is needed for
a single building block. Ensure that the space for the entire system is available.

Location of IBM FlashSystem V9000 in the rack

Because the IBM FlashSystem V9000 AC2 or AC3 control enclosures and AE2 storage
enclosure must be racked together behind their front bezel, all the members of the IBM
FlashSystem V9000 must be interconnected together; the location where you rack the AC2 or
AC3 and the AE2 enclosures is important.

Use Table 4-3 to help plan the rack locations that you use for up to a 42U rack. Complete the
table for the hardware locations of the IBM FlashSystem V9000 system and other devices.

Table 4-3 Hardware location planning of the IBM FlashSystem V9000 in the rack

Rack unit Component

EIA 42

EIA 41

EIA 40

EIA 39

EIA 38

EIA 37

EIA 36

EIA 35

EIA 34

EIA 33

EIA 32

EIA 31
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Rack unit

Component

EIA 30

EIA 29

EIA 28

EIA 27

EIA 26

EIA 25

EIA 24

EIA 23

EIA 22

EIA 21

EIA 20

EIA 19

EIA 18

EIA17

EIA 16

EIA 15

EIA 14

EIA 13

EIA 12

EIA 11

EIA 10

EIA9

EIA8

EIA7

EIA6

EIA5

EIA 4

EIA3

EIA2

EIA 1
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Figure 4-6 shows a single base building block IBM FlashSystem V9000 rack installation with
space for future growth.

Front Back
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Figure 4-6 Sample racking of an IBM FlashSystemV9000 single building block with an add-on
expansion for capacity

4.2.2 Power requirements

Each AC2 or AC3 and AE2 enclosures requires two IEC-C13 power cable connections to
connect to their 750 W and 1300 W power supplies. Country specifics power cables are
available for ordering to ensure that proper cabling is provided for the specific region. A total
of six power cords are required to connect the IBM FlashSystem V9000 building block to
power.
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Figure 4-7 shows an example of a base building block with the two AC2s, with two 750-W
power supplies in each, and the AE2 with two 1300-W power supplies. There are six
connections that require power for the IBM FlashSystem V9000 system.
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Figure 4-7 IBM FlashSystemV9000 fixed building block power cable connections

Figure 4-8 shows the rear view of the AC3 control enclosure with two redundant power
supplies.

Figure 4-8 AC3 control enclosure rear view.

Upstream redundancy of the power to your cabinet (power circuit panels and on-floor Power
Distribution Units (PDUs)) and within cabinet power redundancy (dual power strips or
in-cabinet PDUs) and also upstream high availability structures (uninterruptible power supply
(UPS), generators, and so on) influences your power cabling decisions.

If you are designing an initial layout that will have future growth plans to follow, you should
plan to allow for the additional building blocks to be co-located in the same rack with your
initial system for ease of planning for the additional interconnects required. A maximum
configuration of the IBM FlashSystem V9000 with dedicated internal switches for SAN and
local area network (LAN) can almost fill a 42U 19-inch rack.

Figure 4-6 on page 144 shows a single 42U rack cabinet implementation of a base building
block IBM FlashSystem V9000 and also one optional IBM FlashSystem V9000 AE2
expansion add-on, all racked with SAN and LAN switches capable of handling additional
future scaled out, scaled up additions with the 16 Gb switches for the SAN.
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Tip: When cabling the power, connect one power cable from each AC2 or AC3 control
enclosures and AE2 storage enclosure to the left side internal PDU and the other power
supply power cable to the right side internal PDU. This enables the cabinet to be split
between two independent power sources for greater availability. When adding more IBM
FlashSystem V9000 building blocks to the solution, continue the same power cabling
scheme for each additional enclosure.

You must consider the maximum power rating of the rack: do not exceed it. For more power
requirement information, see IBM FlashSystem V9000 at IBM Knowledge Center:

https://ibm.biz/fs_V9000 kc
4.2.3 Network cable connections

As shown in Figure 4-9, the FC ports for this example (an 8 Gbps fixed building block) are
identified for all the connections of the internal (back-end) fiber connections.

RN

[ !ij. g

F/gure 4-9 IBM FlashSystemV9000 fixed building block 8 Gbps FC cable connections

Create a cable connection table or similar documentation to track all of the connections that
are required for the setup of these items:

» AC2 or AC3 controller enclosures
AE2 storage enclosures

Ethernet

FC ports: Host and internal

>
>
>
» iSCSI and Fibre Channel over Ethernet (FCoE) connections
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Figure 4-10 shows the back of the AC3 control enclosure with PCle slots information.

Figure 4-10 ACS3 control enclosure rear view with PCle slots information

Slot numbers and adapter types are listed in Table 4-4.

Table 4-4 AC3 control enclosure PCle slot numbers and adapter type

PCle slot Adapter types

1 Not supported for use

SAS

Fibre Channel or Ethernet

Fibre Channel or Ethernet

SAS or Compression accelerator

Fibre Channel or Ethernet

Fibre Channel or Ethernet

| Nl MWD

Compression accelerator

You can download a sample cable connection table from the IBM FlashSystem V9000 page of
IBM Knowledge Center by using the following steps:

1. Go to the following web page:
https://ibm.biz/fs_V9000_kc
2. Click Search and click IBM FlashSystem V9000 and then search for P1anning.
3. In the list of results, select Planning for the hardware installation (customer task).
4. Here you can select either option for download:

— Planning worksheets for fixed building blocks
— Planning worksheets for scalable building blocks
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Use Table 4-5 to document the management and service IP address settings for the storage
enclosure in your environment.

Table 4-5 Management IP addresses for the IBM FlashSystem V9000 building block cluster

Cluster name:

IBM FlashSystem V9000 Cluster IP address:

IP:

Subnet mask:

Gateway:

AC2 / AC3#1 Service IP address

—

IP:

Subnet mask:

Gateway:

AC2 / AC3#2 Service IP address 2:

IP:

Subnet mask:

Gateway:
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Use Table 4-6 to document FC port connections for a single building block in your
environment.

Table 4-6 Fibre Channel (FC) port connections

Location Item Fibre Channel Fibre Channel Fibre Channel Fibre Channel
port 1 port 2 port 3 port 4

(8 Gb FC only) (8 Gb FC only)
AC2 / AC3 - Nodef1 AE2,
Fibre Channel card 1 Switch
host:
Port:
Speed:
AC2/AC3 - Node 1 AE2,
Fibre Channel card 2 Switch
host:
Port:
Speed:
AC2 /AC3 - Node 1 AE2,
Fibre Channel card 3 Switch
host:
Port:
Speed:
AC2 /AC3 - Node 1 AE2,
Fibre Channel card 4 Switch
(16 Gbps only) host:
Port:
Speed:
AE2 - Canister 1 AC2/AC3,
Fibre Channel card 1 Switch
(left) host:
Port:
Speed:
AE2 - Canister 1 AC2/AC3,
Fibre Channel card 2 Switch
(right) host:
Port:
Speed:
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Location Item Fibre Channel Fibre Channel Fibre Channel Fibre Channel
port 1 port 2 port 3 port 4

(8 Gb FC only) (8 Gb FC only)
AE2 - Canister 2 AC2/AC3,
Fibre Channel card 1 Switch
(left) host:
Port:
Speed:
AE2 - Canister 2 AC2/ AC3,
Fibre Channel card 2 Switch
(right) host:
Port:
Speed:
AC2/ AC3 - Node 2 AE2,
Fibre Channel card 1 Switch
host:
Port:
Speed:
AC2/AC3 - Node 2 AE2,
Fibre Channel card 2 Switch
host:
Port:
Speed:
AC2/AC3 - Node 2 AE2,
Fibre Channel card 3 Switch
host:
Port:
Speed:
AC2 /AC3 - Node 2 AE2,
Fibre Channel card 4 Switch
(16 Gbps only) host:
Port:
Speed:

A complete suggested cabling guide is in the installation section of the IBM FlashSystem
V9000 in IBM Knowledge Center:

https://ibm.biz/BdsZCM
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4.2.4 SAS expansion enclosures

Three models of SAS expansion enclosures are offered:

> 9846/9848-12F
> 9846/9848-24F
> 9846/9848-92F

Expansion enclosure models 12F and 24F

To support a flash-optimized tiered storage configuration for mixed workloads, up to 20
9846/9848-12F or 9846/9848-24F SAS expansion enclosures can be connected to each
building block in the system.

Maximum expansion enclosure capacity:

» A 9846/9848-12F SAS expansion enclosure contains up to 12 3.5 inch nearline SAS
drives, and up to 9.6 PB raw capacity using 3.5 inch nearline SAS drives.

» A 9846/9848-24F SAS expansion enclosure contains up to 24 2.5 inch high capacity
SSDs, and up to 29.4 PB raw capacity.

» Each building block supports up to 480 drives with expansion enclosure Model 24F (SFF)
and up to 240 drives with expansion enclosure Model 12F (LFF).

Expansion enclosure model 92F

IBM FlashSystem V9000 High-Density (HD) Expansion Enclosure Model 92F delivers
increased storage density and capacity for IBM FlashSystem V9000 with cost-efficiency while
maintaining its highly flexible and intuitive characteristics:

» A 9846/9848-92F IBM FlashSystem HD expansion
» Expansion enclosure Model 92F offers the following features:
— 5U, 19-inch rack mount enclosure with slide rail and cable management assembly.

— Support for up to ninety-two 3.5-inch large-form factor (LFF) 12 Gbps SAS top-loading
drives.

— High-performance disk drives, high-capacity nearline disk drives, and flash drive
support.

— High-capacity, archival-class nearline disk drives in 8 TB and 10 TB 7,200 rpm.
— High capacity SSDs in 1.92 TB, 3.84 TB, 7.68 TB, and 15.36 TB.
— Redundant 200 - 240VA power supplies (new PDU power cord required).

— Up to 8 HD expansion enclosures are supported per IBM FlashSystem V9000 building
block, providing up to 368 drives with expansion Model 92F for up to 7.36 PB of raw
SAS HDD or 11.3 PB SSD capacity in each building block (up to a maximum of 32PB
total).

— With four building blocks, a maximum of 32 HD expansion enclosures can be attached
giving a maximum 29.4 PB of raw SAS capacity and 32PB of raw SSD capacity is
supported.

All drives within an enclosure must be the same model, but, a variety of drive models are
supported for use in the IBM FlashSystem expansion enclosures, including SAS flash drives
or SAS hard disk drives. These drives are hot swappable and have a modular design for easy
replacement.
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Note: To support SAS expansion enclosures, an AH13 - SAS Enclosure Attach adapter
card must be installed in expansion slot 2 of each AC3 control enclosure in the building

block only for version 7.7.1 or higher.

Expansion enclosure worksheet

If the system includes optional SAS expansion enclosures, you must record the configuration
values that will be used by the IBM SSR during the installation process.

Complete Table 4-7 based on your particular system and provide this worksheet to the IBM

SSR prior to system installation.

Table 4-7 Configuration values: SAS enclosure x, building block x, and SAS enclosure n, building block n

Configuration setting Value | Usage in CLI
MDisk group name XXXX mkmdiskgrp -name mdisk_group_name
-ext extent_size
MDisk extent size in MB XXXX
RAID level (RAID5 or RAID6) XXXX mkdistributedarray -level
- - raid_level -driveclass
driveclass_id: . XXXX | driveclass_id -drivecount x
The class that is being used to create the array, which must be a -stripewidth x -rebuildareas x
numeric value. mdiskgrp_id | mdiskgrp_name
drivecount: XXXX
The number of drives to use for the array. The minimum drive count
for RAID5 is 4; the minimum drive count for RAIDS6 is 6.
stripewidth: XXXX
The width of a single unit of redundancy within a distributed set of
drives. For RAID5, it is 3 - 16; for RAIDS, itis 5 - 16.
rebuildareas: XXXX

The reserved capacity that is distributed across all drives available
to an array. Valid values for RAID5 and RAIDG6 are 1, 2, 3, and 4.

If a mix of SFF, LFF, and HD enclosures is required, see 2.6.1, “SAS expansion enclosures

intermix” on page 82.

4.3 Logical planning

Each IBM FlashSystem V9000 building block creates an I/0O Group for the IBM FlashSystem
V9000 system. IBM FlashSystem V9000 can contain up to four I/O Groups, with a total of
eight AC2 or AC3 control enclosures in four building blocks.

This section includes the following topics:

Management IP addressing plan
SAN zoning and SAN connections
iISCSI IP addressing plan

Call home option

Easy Tier

Volume configuration

Host mapping (LUN masking)
SAN boot support
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4.3.1 Management IP addressing plan

To manage the IBM FlashSystem V9000 system, you access the management GUI of the
system by directing a web browser to the cluster's management IP address.

IBM FlashSystem V9000 uses a fechnician port feature. This is defined on Ethernet port 4 of
any AC2 or AC3 control enclosures and is allocated as the technician service port (and
marked with the letter “T”). All initial configuration for the IBM FlashSystem V9000 is
performed through a technician port. The port broadcasts a Dynamic Host Configuration
Protocol (DHCP) service so that any notebook or computer with DHCP enabled can be
automatically assigned an IP address on connection to the port.

After the initial cluster configuration has been completed, the technician port automatically
routes the connected user directly to the service GUI for the specific AC2 or AC3 control
enclosure if attached.

Note: The default IP address for the technician port on a 2145-DH8 node is 192.168.0.1. If
the technician port is connected to a switch, it is disabled and an error is logged.

Each IBM FlashSystem V9000 AC2 or AC3 control enclosure requires one Ethernet cable
connection to an Ethernet switch or hub. The cable must be connected to port 1. For each
cable, a 10/100/1000 Mb Ethernet connection is required. Both Internet Protocol Version 4
(IPv4) and Internet Protocol Version 6 (IPv6) are supported.

Note: For increased redundancy, an optional second Ethernet connection is supported for
each AC2 or AC3 control enclosure. This cable can be connected to Ethernet port 2.

To ensure system failover operations, Ethernet port 1 on all AC2 or AC3 control enclosures
must be connected to the common set of subnets. If used for increased redundancy, Ethernet
port 2 on all AC2 or AC3 enclosures must also be connected to a common set of subnets.
However, the subnet for Ethernet port 1 does not have to be the same as the subnet for
Ethernet port 2.

Each IBM FlashSystem V9000 cluster must have a cluster management IP address and
also a service IP address for each of the AC2 or AC3 control enclosures in the cluster.
Example 4-1 shows details.

Example 4-1 Management IP address example

management IP add. 10.11.12.120

node 1 service IP add. 10.11.12.121
node 2 service IP add. 10.11.12.122
node 3 service IP add. 10.11.12.123
node 4 service IP add. 10.11.12.124

Requirement: Each control enclosure in an IBM FlashSystem V9000 clustered system
must have at least one Ethernet connection.

Support for iSCSI on the IBM FlashSystem V9000 is available from only the optional 10 GbE
adapters and would require extra IPv4 or extra IPv6 addresses for each of those 10 GbE
ports used on each of the nodes. These IP addresses are independent of the IBM
FlashSystem V9000 clustered system configuration IP addresses on the 1 GbE port 1 and
port 2 for AC2 control enclosures and 10 GbE for AC3 control enclosures.
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When accessing the IBM FlashSystem V9000 through the GUI or Secure Shell (SSH),
choose one of the available management or service |IP addresses to connect to. In this case,
no automatic failover capability is available. If one network is down, use an IP address on the
alternative network.

4.3.2 SAN zoning and SAN connections

154

IBM FlashSystem V9000 can connect to 8 Gbps or 16 Gbps Fibre Channel (FC) switches for
SAN attachments. From a performance perspective, connecting the IBM FlashSystem V9000
to 16 GBps switches is better. For the internal SAN attachments, 16 Gbps switches are both
better-performing and more cost-effective, because the 8 Gbps solution requires four switch

fabrics, compared to the 16 Gbps needing only two.

Note: In the internal (back-end) fabric, ISLs are not allowed in the data path.

Both 8 Gbps and 16 Gbps SAN connections require correct zoning or VSAN configurations
on the SAN switch or directors to bring security and performance together. Implement a
dual-host bus adapter (HBA) approach at the host to access the IBM FlashSystem V9000.
This example shows the 16 Gbps connections; details about the 8 Gbps connections are at
IBM Knowledge Center:

https://ibm.biz/fs_ V9000 kc

Note: The IBM FlashSystem V9000 V7.5 or later supports 16 Gbps direct host
connections without a switch.

Port configuration

With the IBM FlashSystem V9000 there are up to sixteen 16 Gbps Fibre Channel (FC) ports
per building block used for the AE2 (eight ports) and internal AC2 or AC3 communications
(four per AC2, back-end) traffic. There are also two adapters, which if FC type, can be divided
between the Advanced Mirroring features, host, and external virtualized storage (front-end)
traffic.

If you want to achieve the lowest latency storage environment, the “scaled building block”
solution provides the most ports per node to intercluster and inter-1/0 group traffic with all the
back-end ports zoned together. When creating a scaled out solution, the same port usage
model is repeated with all building blocks. When creating a scaled up solution, you will add
the new AE2 ports to the zone configurations equally so that the traffic load and redundancy
are kept equally balanced.

For cabling and port utilization tables and suggestions, see Appendix A, “Guidelines: Port
utilization in an IBM FlashSystem V9000 scalable environment” on page 657:

» A.3, “Guidelines: The performance method” on page 659
» A.4, “Guidelines: The infrastructure savings method” on page 662

Note: Connecting the AC2 or AC3 control enclosures FC ports and the AE2 FC ports in an
IBM FlashSystem V9000 scalable environment is an IBM lab-based services task. For
details, see the IBM FlashSystem V9000 web page at IBM Knowledge Center:

https://ibm.biz/BdsZCM
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Customer provided switches and zoning
This topic applies to anyone using customer-provided switches or directors.

External virtualized storage systems are attached along with the host on the front-end FC
ports for access by the AC2 or AC3 control enclosures of the IBM FlashSystem V9000.
Carefully create zoning plans for each additional storage system so that these systems will be
properly configured for use and best performance between storage systems and the IBM
FlashSystem V9000. Configure all external storage systems with all IBM FlashSystem V9000
AC2 or AC3 control enclosures; arrange them for a balanced spread across the system.

All IBM FlashSystem V9000 AC2 or AC3 control enclosures in the IBM FlashSystem V9000
system must be connected to the same SANSs, so that they all can present volumes to the
hosts. These volumes are created from storage pools that are composed of the internal AE2
MDisks and if licensed, the external storage systems MDisks that are managed by the IBM
FlashSystem V9000.

For suggested fabric zoning see Appendix A, “Guidelines: Port utilization in an IBM
FlashSystem V9000 scalable environment” on page 657 (and specifically A.5, “Guidelines:
Zoning and pathing” on page 663).

4.3.3 iSCSI IP addressing plan

IBM FlashSystem V9000 supports host access through iSCSI (as an alternative to FC).
The following considerations apply:

» For iSCSI traffic, IBM FlashSystem V9000 supports only the optional 10 Gbps Ethernet
adapter feature.

» IBM FlashSystem V9000 supports the Challenge Handshake Authentication Protocol
(CHAP) authentication methods for iISCSI.

» iSCSI IP addresses can fail over to the partner node in an 1/O Group if a node fails. This
design reduces the need for multipathing support in the iSCSI host.

» iSCSI IP addresses can be configured for one or more nodes.

» iSCSI Simple Name Server (iSNS) addresses can be configured in the IBM FlashSystem
V9000. The iSCSI qualified name (IQN) for an IBM FlashSystem V9000 node is as follows:

iqn.1986-03.com.ibm:2145.<cluster_name>.<node_name>

Because the IQN contains the clustered system name and the node name, do not change
these names after iISCSI is deployed.

» Each node can be given an iSCSI alias, as an alternative to the IQN.

» The IQN of the host to an IBM FlashSystem V9000 host object is added in the same way
that you add FC worldwide port names (WWPNSs).

» Host objects can have both WWPNs and IQNs.

» Standard iSCSI host connection procedures can be used to discover and configure an
IBM FlashSystem V9000 as an iSCSI target.

Consider the following additional points in your planning:

» Networks can set up with either IPv4 or IPv6 addresses.

Networks can use iISCSI addresses in two separate subnets.

IP addresses can be used from redundant networks.

It is valid to use IPv4 addresses on one port and IPv6 addresses on the other port.
It is valid to have separate subnet configurations for IPv4 and IPv6 addresses.

vVvyyy
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4.3.4 Call home option
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IBM FlashSystem V9000 supports setting up a Simple Mail Transfer Protocol (SMTP) mail
server for alerting the IBM Support Center of system incidents that might require a service
event. This is the call home option. You can enable this option during the setup.

Tip: Setting up call home involves providing a contact that is available 24 x 7 if a serious
call home issue occurs. IBM support strives to report any issues to clients in a timely
manner; having a valid contact is important to achieving service level agreements (SLAS).
For more detail about properly configuring call home, see 9.2, “Notifications menu” on

page 406.

Table 4-8 lists the necessary items.

Table 4-8 Call home option

Configuration item

Value

Primary Domain Name System (DNS) server

SMTP gateway address

SMTP gateway name

SMTP “From” address

Example: V9000_name@customer_domain.com

Optional: Customer email alert group name

Example: group_name@customer_domain.com

Network Time Protocol (NTP) manager

Time zone
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4.3.5 IBM FlashSystem V9000 system configuration

To ensure proper performance and high availability in the IBM FlashSystem V9000
installations, consider the following guidelines when you design a SAN to support the IBM
FlashSystem V9000:

>

All nodes in a clustered system must be on the same LAN segment, because any node in
the clustered system must be able to assume the clustered system management IP
address. Make sure that the network configuration allows any of the nodes to use these IP
addresses. If you plan to use the second Ethernet port on each node, it is possible to have
two LAN segments. However, port 1 of every node must be in one LAN segment, and port
2 of every node must be in the other LAN segment.

To maintain application uptime in the unlikely event of an individual AC2 or AC3 control
enclosure failing, IBM FlashSystem V9000 control enclosures are always deployed in
pairs (1/0O Groups). If a control enclosure fails or is removed from the configuration, the
remaining control enclosures operates in a degraded mode, but the configuration is still
valid for the 1/0 Group.

Important: The IBM FlashSystem V9000 V7.5 release or later enables the HyperSwap
function, which allows each volume to be presented by two I/O groups. If you plan to
use this function, you must consider the I1/O Group assignments in the planning for the
IBM FlashSystem V9000.

For more details about the HyperSwap function, see Chapter 2, “FlashSystem V9000
architecture” on page 25 and also Chapter 11, “IBM HyperSwap” on page 485.

The FC SAN connections between the AC2 or AC3 control enclosures and the switches
are optical fiber. These connections can run at either 8 or 16 Gbps depending on your
switch hardware.

The AC2 or AC3 control enclosures ports can be configured to connect either by 8 Gbps
direct connect, known as the fixed building block configuration, or by 16 Gbps to an FC
switch fabric.

Direct connections between the AC2 or AC3 control enclosures and hosts are supported
with some exceptions. Direct connection of AC2 or AC3 control enclosures and external
storage subsystems are not supported.

Two IBM FlashSystem V9000 clustered systems cannot have access to the same external
virtualized storage LUNs within a disk subsystem.

Attention: Configuring zoning so that two IBM FlashSystem V9000 clustered systems
have access to the same external LUNs (MDisks) can result in data corruption.

The IBM FlashSystem V9000 enclosures within a building block must be co-located (within
the same set of racks) and in a contiguous 6U section.

The IBM FlashSystem V9000 uses three MDisks as quorum disks for the clustered
system. A preferred practice for redundancy is to have each quorum disk in a separate
storage subsystem, where possible. The current locations of the quorum disks can be
displayed using the 1squorum command and relocated using the chquorum command.
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The storage pool and MDisk

The storage pool is at the center of the relationship between the MDisks and the volumes
(VDisk). It acts as a container from which MDisks contribute chunks of physical capacity
known as extents, and from which VDisks are created. The internal MDisks in the IBM
FlashSystem V9000 are created on a basis of one MDisk per internal expansion enclosure
(AE2) attached to the IBM FlashSystem V9000 clustered system. These AE2 storage
enclosures can be part of a building block, or an add-on expansion in a scale-up
configuration.

Additionally, MDisks are also created for each external storage attached LUN assigned to
the IBM FlashSystem V9000 as a managed or as unmanaged MDisk for migrating data.
A managed MDisk is an MDisk that is assigned as a member of a storage pool:

» A storage pool is a collection of MDisks. An MDisk can only be contained within a single
storage pool.

» IBM FlashSystem V9000 can support up to 128 storage pools.

» The number of volumes that can be allocated from a storage pool is limited by the I/O
Group limit of 2048, and the clustered system limit is 8192.

» Volumes are associated with a single storage pool, except in cases where a volume is
being migrated or mirrored between storage pools.

Information: For more information about the MDisk assignments and explanation of
one MDisk per array is used, see “MDisks” on page 46.

Extent size

Each MDisk is divided into chunks of equal size called extents. Extents are a unit of mapping
that provides the logical connection between MDisks and volume copies.

The extent size is a property of the storage pool and is set when the storage pool is created.
All MDisks in the storage pool have the same extent size, and all volumes that are allocated
from the storage pool have the same extent size. The extent size of a storage pool cannot be
changed. If you want another extent size, the storage pool must be deleted and a new storage
pool configured.

The IBM FlashSystem V9000 supports extent sizes of 16, 32, 64, 128, 256, 512, 1024,
2048, 4096, and 8192 MB. By default, the MDisk created for the internal expansions of
flash memory in the IBM FlashSystem V9000 building block are created with an extent
size of 1024 MB. To use a value that differs from the default requires the use of CLI
commands to delete and re-create with different value settings. For information about the
use of the CLI commands, search for CLI commands in IBM Knowledge Center:

https://ibm.biz/fs_V9000 kc
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Table 4-9 lists all of the extent sizes that are available in an IBM FlashSystem V9000.

Table 4-9 Extent size and maximum clustered system capacities

Extent size Maximum clustered system capacity
16 MB 64 TB
32 MB 128 TB
64 MB 256 TB
128 MB 512 TB
256 MB 1 petabyte (PB)
512 MB 2PB
1,024 MB 4 PB
2,048 MB 8 PB
4,096 MB 16 PB
8,192 MB 32 PB

Consider the following information about storage pools:

>

Maximum clustered system capacity is related to the extent size:

16 MB extent = 64 TB and doubles for each increment in extent size; for example,
32 MB = 128 TB. For the internal expansion enclosure MDisk, the default extent size
is 1024 MB.

You cannot migrate volumes between storage pools with separate extent sizes.
However, you can use volume mirroring to create copies between storage pools with
separate extent sizes.

Storage pools for performance and capacity:

Before deciding whether to create a single or multiple storage pools, carefully evaluate
which option best fits the solution needs, considering data availability and recovery
management. Storage pool design affects the extents that make up a volume. The
extents are the mapping to the disk storage that affects performance of the volume.

Reliability, availability, and serviceability (RAS):

With external storage license, it might make sense to create multiple storage pools in
circumstances where a host only gets its volumes built from one of the storage pools. If
the storage pool goes offline, it affects only a subset of all the hosts using the IBM
FlashSystem V9000.

If you do not isolate hosts to storage pools, create one large storage pool. Creating one
large storage pool assumes that the MDisk members are all of the same type, size,
speed, and RAID level.

The storage pool goes offline if any of its MDisks are not available, even if the MDisk
has no data on it. Therefore, do not put MDisks into a storage pool until they are
needed.

If needed, create at least one separate storage pool for all the image mode volumes.

Make sure that the LUNs that are given to the IBM FlashSystem V9000 have all
host-persistent reserves removed.
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4.3.6 Easy Tier

IBM Easy Tier is a function that automatically and nondisruptively moves frequently accessed
data from HDD MDisks to flash drive MDisks, thus placing such data in a faster tier of storage.
With version 7.8, Easy Tier supports 4 tiers of storage.

For more information about Easy Tier, see 3.2.1, “IBM Easy Tier” on page 99.

Storage pools have an Easy Tier setting that controls how Easy Tier operates. The setting
can be viewed through the management GUI but can only be changed by the CLI.

By default the storage pool setting for Easy Tier is set to Auto (Active). In this state, storage
pools with all managed disks of a single tier have easy tier status of Balanced.

If a storage pool has managed disks of multiple tiers, the easy tier status is changed to
Active. The chmdiskgrp -easytier off 1 command sets the easy tier status for storage pool
1 to Inactive. The chmdiskgrp -easytier measure 2 command sets the easy tier status for
storage pool 2 to Measured.

Figure 4-11 shows four possible Easy Tier states.

CLl - Ismdiskgrp G Ul — storage pool properties
. The pool is being managed by Easy Tier to provide performance-based
Easy Tier: Balanced pool balancing (for example, extents can be moved).
Easy Tier: Active The poolis currently using Easy Tier.
Easy Tier: Inactive The pool is not currently using Easy Tier.
Easy Tier statistics are being collected for this
Easy Tier: Measured pool, but the poolis not using Easy Tier to manage

storage allocation.

Figure 4-11

Easy Tier status for CLI and GUI

Easy Tier evaluation mode

Easy Tier evaluation mode is enabled for a storage pool with a single tier of storage when the
status is changed with the command line to Measured. In this state, Easy Tier collects usage
statistics for all the volumes in the pool. These statistics are collected over a 24-hour
operational cycle, so you will have to wait several days to have multiple files to analyze.

The statistics are copied from the control enclosures and viewed with the IBM Storage Tier
Advisor Tool. Instructions for downloading and using the tool are available in the “Extracting
and viewing performance data with the IBM Storage Tier Advisor Tool” topic at IBM
Knowledge Center:

https://ibm.biz/BdsjA9

This tool is intended to supplement and support, but nof replace, detailed preinstallation
sizing and planning analysis.

Easy Tier considerations

When a volume is created in a pool that has Easy Tier active, the volume extents are initially
be allocated only from the Enterprise tier. If that tier is not present or all the extents have been
used, the volume will be assigned extents from other tiers.

To ensure optimal performance, all MDisks in a storage pool tier must have the same
technology and performance characteristics.
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Easy Tier functions best for workloads that have hot spots or data. Synthetic random
workloads across an entire tier are not a good fit for this function. Also, you should not
allocate all the space in the storage pool to volumes. You should leave some capacity free
on the fastest tier for Easy Tier to use for migration.

4.3.7 Volume configuration

An individual volume is a member of one storage pool and one 1/0 Group:

» The storage pool defines which MDisks provided by the disk subsystem make up the

volume.

» The I/O Group (two nodes make an I/O Group) defines which IBM FlashSystem V9000

nodes provide 1/O access to the volume.

Important: No fixed relationship exists between 1/0O Groups and storage pools.

Perform volume allocation based on the following considerations:

» Optimize performance between the hosts and the IBM FlashSystem V9000 by attempting

>

to distribute volumes evenly across available 1/0 Groups and nodes in the clustered
system.

Reach the level of performance, reliability, and capacity that you require by using the
storage pool that corresponds to your needs (you can access any storage pool from any
node). Choose the storage pool that fulfills the demands for your volumes regarding
performance, reliability, and capacity.

I/O Group considerations:
— With the IBM FlashSystem V9000, each building block that is connected into the

cluster is an additional I/O Group for that clustered V9000 system.

When you create a volume, it is associated with one node of an I/O Group. By default,
every time that you create a new volume, it is associated with the next node using a
round-robin algorithm. You can specify a preferred access node, which is the node
through which you send 1/O to the volume rather than using the round-robin algorithm.
A volume is defined for an I/O Group.

Even if you have eight paths for each volume, all I/O traffic flows toward only one node
(the preferred node). Therefore, only four paths are used by the IBM Subsystem Device
Driver (SDD). The other four paths are used only in the case of a failure of the preferred
node or when concurrent code upgrade is running.

» Thin-provisioned volume considerations:

— When creating the thin-provisioned volume, be sure to understand the utilization

patterns by the applications or group users accessing this volume. You must consider
items such as the actual size of the data, the rate of creation of new data, and
modifying or deleting existing data.

— Two operating modes for thin-provisioned volumes are available:

*  Autoexpand volumes allocate storage from a storage pool on demand with minimal
required user intervention. However, a misbehaving application can cause a volume
to expand until it has consumed all of the storage in a storage pool.

* Non-autoexpand volumes have a fixed amount of assigned storage. In this case, the
user must monitor the volume and assign additional capacity when required. A
misbehaving application can only cause the volume that it uses to fill up.
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— Depending on the initial size for the real capacity, the grain size and a warning level can
be set. If a volume goes offline, either through a lack of available physical storage for
autoexpand, or because a volume that is marked as non-expand had not been
expanded in time, a danger exists of data being left in the cache until storage is made
available. This situation is not a data integrity or data loss issue, but you must not rely
on the IBM FlashSystem V9000 cache as a backup storage mechanism.

Important:

» Keep a warning level on the used capacity so that it provides adequate time to
respond and provision more physical capacity.

» Warnings must not be ignored by an administrator.
» Use the autoexpand feature of the thin-provisioned volumes.

— When you create a thin-provisioned volume, you can choose the grain size for
allocating space in 32 kilobytes (KB), 64 KB, 128 KB, or 256 KB chunks. The grain size
that you select affects the maximum virtual capacity for the thin-provisioned volume.
The default grain size is 256 KB, and is the preferred option. If you select 32 KB for the
grain size, the volume size cannot exceed 260,000 GB. The grain size cannot be
changed after the thin-provisioned volume is created.

Generally, smaller grain sizes save space but require more metadata access, which
could adversely affect performance. If you will not be using the thin-provisioned
volume as a FlashCopy source or target volume, use 256 KB to maximize
performance. If you will be using the thin-provisioned volume as a FlashCopy
source or target volume, specify the same grain size for the volume and for the
FlashCopy function.

— Thin-provisioned volumes require more 1/0Os because of directory accesses. For truly
random workloads with 70% read and 30% write, a thin-provisioned volume requires
approximately one directory 1/O for every user I/O.

— The directory is two-way write-back-cached (just like the IBM FlashSystem V9000 fast
write cache), so certain applications perform better.

— Thin-provisioned volumes require more processor processing, so the performance per
I/0O Group can also be reduced.

— A thin-provisioned volume feature called zero detect provides clients with the ability to
reclaim unused allocated disk space (zeros) when converting a fully allocated volume
to a thin-provisioned volume using volume mirroring.

» Volume mirroring guidelines:

— With the IBM FlashSystem V9000 system in a high performance environment, this
capability is only possible with a scale up or scale out solution as the single expansion
of the first building block only provides one MDisk in one storage pool. If you are
considering volume mirroring for data redundancy, a second expansion with its own
storage pool would be needed for the mirror to be on.

— Create or identify two separate storage pools to allocate space for your mirrored
volume.

— If performance is of concern, use a storage pool with MDisks that share the same
characteristics. Otherwise, the mirrored pair can be on external virtualized storage
with lesser-performing MDisks.
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4.3.8 Host mapping (LUN masking)

Host mapping is the process of controlling which hosts have access to specific volumes within
the system. Host mappings are only available if the system has open access disabled. Open
access allows any host to access any volume on the system.

Host mapping is similar in concept to logical unit number (LUN) mapping or masking. LUN
mapping is the process of controlling which hosts have access to specific logical units (LUs)
within the disk controllers. LUN mapping is typically done at the storage system level. Host
mapping is done at the software level.

For the host and application servers, the following guidelines apply:

» Each IBM FlashSystem V9000 control enclosure presents a volume to the SAN through
host ports. Because two control enclosures are used in normal operations to provide
redundant paths to the same storage, a host with two HBAs can see multiple paths to
each LUN that is presented by the IBM FlashSystem V9000. Use zoning to limit the
pathing from a minimum of two paths to the maximum that is available of eight paths,
depending on the kind of high availability and performance that you want to have in your
configuration.

The best approach is to use zoning to limit the pathing to four paths. The hosts must run a
multipathing device driver to limit the pathing back to a single device. Native Multipath I/O
(MPIO) drivers on selected hosts are supported. Details about which multipath driver to

use for a specific host environment are in the IBM System Storage Interoperation Center:

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

Multipathing: These are examples of how to create multiple paths for highest
redundancy:

» With two HBA ports, each HBA port zoned to the IBM FlashSystem V9000 ports 1:2
for a total of four paths.

» With four HBA ports, each HBA port zoned to the IBM FlashSystem V9000 ports 1:1
for a total of four paths.

Optional (n+2 redundancy): With four HBA ports, zone the HBA ports to the IBM
FlashSystem V9000 ports 1:2 for a total of eight paths. This chapter uses the term HBA
port to describe the SCSI initiator. The term V9000 port is used to describe the SCSI
target. The maximum number of host paths per volume must not exceed eight.

» If a host has multiple HBA ports, each port must be zoned to a separate set of IBM
FlashSystem V9000 ports to maximize high availability and performance.

» To configure greater than 256 hosts, you must configure the host to I1/0 Group mappings
on the IBM FlashSystem V9000. Each I/O Group can contain a maximum of 256 hosts, so
creating 512 host objects on a four-node IBM FlashSystem V9000 clustered system is
possible. Volumes can be mapped only to a host that is associated with the I/O Group to
which the volume belongs.

» You can use a port mask to control the node target ports that a host can access, which
satisfies two requirements:

— As part of a security policy to limit the set of WWPNSs that are able to obtain access to
any volumes through a given IBM FlashSystem V9000 port.

— As part of a scheme to limit the number of logins with mapped volumes visible to a host
multipathing driver, such as SDD, and therefore limit the number of host objects
configured without resorting to switch zoning.
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» The port mask is an optional parameter of the mkhost and chhost commands. The port
mask is four binary bits. Valid mask values range from 0000 (no ports enabled) to 1111 (all
ports enabled). For example, a mask of 0011 enables port 1 and port 2. The default value
is 1111 (all ports enabled).

» The IBM FlashSystem V9000 supports connection to the Cisco MDS family and Brocade
family. See the SSIC web page for the current support information:

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

4.3.9 SAN boot support

The IBM FlashSystem V9000 supports SAN boot or startup for IBM AIX, Microsoft Windows
Server, and other operating systems. SAN boot support can change, so check the following
SSIC web page regularly:

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

4.4 License features

IBM FlashSystem V9000 is available with many advanced optional features to enable many
of the needs for today’s IT solutions. The following options can currently be licensed for the
IBM FlashSystem V9000 solution:

» 5641-VC7 FC 0663 External Virtualization

The system does not require a license for its own control and expansion enclosures;

however, a capacity-based license is required for any external systems that are being
virtualized. The system does not require an external virtualization license for external
enclosures that are being used only to provide managed disks for a quorum disk and
are not providing any capacity for volumes.

» 5641-VC7 FC 9671 IBM Spectrum Virtualize FlashCopy for external storage

The FlashCopy function copies the contents of a source volume to a target volume.
This license is capacity-based.

» 5641-VC7 FC 9679 IBM Spectrum Virtualize Remote Mirroring Software for external
storage

The remote-copy function allows the use of Metro Mirror and Global Mirror functions.
This function enables you to set up a relationship between volumes on two systems,
so that updates that are made by an application to one volume are mirrored on the
other volume. The volumes can be in the same system or on two different systems.
This license is capacity-based.

» 5639-FC7 FC 0708 IBM Spectrum Virtualize Real-time Compression for external storage

With the compression function data is compressed as it is written to the drive, saving
additional capacity for the system. This license is capacity-based.

A strong suggestion is to add FC AH1A - Compression Accelerator Adapter. With the AE2
expansion, there is also a licensed feature for encryption:

— Feature code AF14 - Encryption Enablement Pack.
Note: When you use the External Virtualization Feature, all IBM FlashSystem V9000

features, except for the encryption option, are able to be extended to include the
external capacity.
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4.4.1 Encryption feature

The IBM FlashSystem V9000 Encryption feature is offered with the IBM FlashSystem V9000
under the following feature:

» Feature code AF14 - Encryption Enablement Pack:

— Includes three USB keys on which to store the encryption key.
— Maximum feature quantity is eight (for a full scale up and scale out solution).
— Enables data encryption at rest on the internal flash memory MDisks.

This feature requires the use of three USB keys to store the encryption key when the feature
is enabled and installed. If necessary, there is a rekey feature that can also be performed.

When the encryption feature is being installed and IBM FlashSystem V9000 cluster GUI is
used, the USB keys must be installed in the USB ports that are available on the AC2
enclosure. Figure 4-12 shows the location of USB ports on the AC2 control enclosure. Any
AC2 control enclosure can be used for inserting the USB keys.

PCIe Expansion Slots

PSUs

1 Gbps IP Tech Port USB Ports
Ports for encryption

Figure 4-12 AC2 rear view

When the encryption feature is being installed and IBM FlashSystem V9000 cluster GUl is
used, the USB keys must be installed in the USB ports that are available on the AC3
enclosure. Figure 4-13 (rear view) shows the location of USB ports on the AC3 control
enclosures. Any AC3 control enclosure can be used for inserting the USB keys.

PCle Expansion slots

Serial port

Figure 4-13 ACS3 control enclosure rear view
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IBM Security Key Lifecycle Manager (V7.8 and later)

IBM FlashSystem V9000 Software V7.8 adds improved security with support for encryption
key management software that complies with the Key Management Interoperability Protocol
(KMIP) standards, such as IBM Security Key Lifecycle Manager (SKLM) to help centralize,
simplify, and automate the encryption key management process.

Prior to IBM FlashSystem V9000 Software V7.8, you can enable encryption by using USB
flash drives to copy the encryption key to the system.

Note: If you are creating a new cluster with V 7.8, you have the option to either use USB
encryption or key server encryption but not both. The USB flash drive method and key
server method cannot be used in parallel on the same system. Existing clients that are
currently using USB encryption will have to wait for a future release before being able to
move to key server encryption. The migration of a local (USB) key to a centrally managed
key (SKLM key server) is not yet available at the time of this writing.

For more information about encryption technologies supported by other IBM storage devices,
see the IBM DS8880 Data-at-rest Encryption, REDP-4500.

4.4.2 External virtualized storage configuration
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The IBM FlashSystem V9000 system provides symmetric virtualization.

When using the external virtualization feature, all the IBM FlashSystem V9000 features
except the encryption option are able to be extended to include the external capacity.

External virtualized storage is a licensed feature for the IBM FlashSystem V9000 and
requires configuration planning to be applied for all storage systems that are to be attached to
the IBM FlashSystem V9000.

See the IBM System Storage Interoperation Center (SSIC) for a list of currently supported
storage subsystems:

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

Apply the following general guidelines for external storage subsystem configuration planning:

» In the SAN, storage controllers that are used by the IBM FlashSystem V9000 clustered
system must be connected through SAN switches. Direct connection between the IBM
FlashSystem V9000 and external storage controllers is not supported.

» Multiple connections are allowed from the redundant controllers in the disk subsystem to
improve data bandwidth performance. Having a connection from each redundant
controller in the disk subsystem to each counterpart SAN is not mandatory but it is a
preferred practice.

» All AC2 or AC3 control enclosures in an IBM FlashSystem V9000 clustered system must
be able to see the same set of ports from each storage subsystem controller. Violating this
guideline causes the paths to become degraded. This degradation can occur as a result of
applying inappropriate zoning and LUN masking.

If you do not have an external storage subsystem that supports a round-robin algorithm,
make the number of MDisks per storage pool a multiple of the number of storage ports that
are available. This approach ensures sufficient bandwidth to the storage controller and an
even balance across storage controller ports. In general, configure disk subsystems as
though no IBM FlashSystem V9000 is involved.
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The following guidelines are suggested:

»

Disk drives:

— Exercise caution with large disk drives so that you do not have too few spindles to
handle the load.

— RAID 5 is suggested for most workloads.
Array sizes:

— An array size of 8+P or 4+P is suggested for the IBM DS4000® and DS5000™
families, if possible.

— Use the DS4000 segment size of 128 KB or larger to help the sequential performance.
— Upgrade to EXP810 drawers, if possible.

— Create LUN sizes that are equal to the RAID array and rank size. If the array size is
greater than 2 TB and the disk subsystem does not support MDisks larger than 2 TB,
create the minimum number of LUNs of equal size.

— An array size of 7+P is suggested for the V3700, V5000, and V7000 Storwize families.

— When adding more disks to a subsystem, consider adding the new MDisks to existing
storage pools versus creating additional small storage pools.

Maximum of 1024 worldwide node names (WWNNSs) per cluster:

— EMC DMX/SYMM, all HDS, and Oracle/HP HDS clones use one WWNN per port.
Each WWNN appears as a separate controller to the IBM FlashSystem V9000.

— IBM, EMC CLARIiON, and HP use one WWNN per subsystem. Each WWNN appears
as a single controller with multiple ports/WWPNs, for a maximum of 16 ports/WWPNs
per WWNN.

IBM DS8000® using four of, or eight of, the 4-port HA cards:

— Use ports 1 and 3 or ports 2 and 4 on each card (it does not matter for 8 Gb cards).
— This setup provides 8 or 16 ports for IBM FlashSystem V9000 use.

— Use 8 ports minimum, for up to 40 ranks.

— Use 16 ports for 40 or more ranks; 16 is the maximum number of ports.

— Both systems have the preferred controller architecture, and IBM FlashSystem V9000
supports this configuration.

— Use a minimum of 4 ports, and preferably 8 or more ports, up to a maximum of 16
ports, so that more ports equate to more concurrent I/O that is driven by the IBM
FlashSystem V9000.

— Support is available for mapping controller A ports to fabric A and controller B ports to
fabric B or cross-connecting ports to both fabrics from both controllers. The
cross-connecting approach is preferred to avoid auto-volume transfer (AVT) and
resulting trespass issues from occurring if a fabric or all paths to a fabric fail.

IBM System Storage DS3500, DCS3700, and DCS3860, and EMC CLARIiON CX series:

— All of these systems have the preferred controller architecture, and IBM FlashSystem
V9000 supports this configuration.

— Use a minimum of four ports, and preferably eight or more ports, up to a maximum of
16 ports, so that more ports equate to more concurrent I/O that is driven by the IBM
FlashSystem V9000.

— Support is available for mapping controller A ports to Fabric A and controller B ports to
Fabric B or cross-connecting ports to both fabrics from both controllers. The

Chapter 4. Planning 167



168

cross-connecting approach is preferred to avoid AVT/Trespass occurring if a fabric or
all paths to a fabric fail.

» Storwize family:

Use a minimum of four ports, and preferably eight ports.

» IBM XIV requirements:

The use of XIV extended functions, including snaps, thin provisioning, synchronous
replication (native copy services), and LUN expansion of LUNs presented to the IBM
FlashSystem V9000 is not supported.

A maximum of 511 LUNs from one XIV system can be mapped to an IBM FlashSystem
V9000 clustered system.

» Full 15-module XIV recommendations (161 TB usable):

Use two interface host ports from each of the six interface modules.

Use ports 1 and 3 from each interface module and zone these 12 ports with all forward
facing IBM FlashSystem V9000 node ports.

Create 48 LUNs of equal size, each of which is a multiple of 17 GB. This creates
approximately 1632 GB if you are using the entire full frame XIV with the IBM
FlashSystem V9000.

Map LUNSs to the IBM FlashSystem V9000 as 48 MDisks, and add all of them to the
single XIV storage pool so that the IBM FlashSystem V9000 drives the I/O to four
MDisks and LUNs for each of the 12 XIV FC ports. This design provides a good queue
depth on the IBM FlashSystem V9000 to drive XIV adequately.

» Six-module XIV recommendations (55 TB usable):

Use two interface host ports from each of the two active interface modules.

Use ports 1 and 3 from interface modules 4 and 5. (Interface module 6 is inactive).
Also, zone these four ports with all forward facing IBM FlashSystem V9000 node ports.

Create 16 LUNSs of equal size, each of which is a multiple of 17 GB. This creates
approximately 1632 GB if you are using the entire XIV with the IBM FlashSystem
V9000.

Map the LUNs to the IBM FlashSystem V9000 as 16 MDisks, and add all of them to the
single XIV storage pool, so that the IBM FlashSystem V9000 drives I/O to four MDisks
and LUNSs per each of the four XIV FC ports. This design provides a good queue depth
on the IBM FlashSystem V9000 to drive the XIV adequately.

» Nine-module XIV recommendations (87 TB usable):

Use two interface host ports from each of the four active interface modules.

Use ports 1 and 3 from interface modules 4, 5, 7, and 8 (interface modules 6 and 9 are
inactive). Zone the port with all of the forward-facing IBM FlashSystem V9000 node
ports.

Create 26 LUNs of equal size, each of which is a multiple of 17 GB. This creates
approximately 1632 GB approximately if you are using the entire XIV with the IBM
FlashSystem V9000.

Map the LUNs to the IBM FlashSystem V9000 as 26 MDisks, and map them all to the
single X1V storage pool so that the IBM FlashSystem V9000 drives 1/O to three MDisks
and LUNSs on each of the six ports and four MDisks and LUNs on the other two XIV FC
ports. This design provides a useful queue depth on IBM FlashSystem V9000 to drive
XIV adequately.
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Configure XIV host connectivity for the IBM FlashSystem V9000 clustered system:

— Create one host definition on XIV, and include all forward-facing IBM FlashSystem
V9000 node WWPNSs.

— You can create clustered system host definitions (one per I/O Group), but the
preceding method is easier.

— Map all LUNSs to all forward-facing IBM FlashSystem V9000 node WWPNs.

4.4.3 Advanced copy services

IBM FlashSystem V9000 offers these advanced copy services:

»
»
»

FlashCopy
Metro Mirror
Global Mirror

FlashCopy guidelines

The FlashCopy function copies the contents of a source volume to a target volume. The
FlashCopy function is also used to create cloud snapshots of volumes in systems that have
transparent cloud tiering enabled. The used capacity for FlashCopy mappings is the sum of
all of the volumes that are the source volumes of a FlashCopy mapping and volumes with
cloud snapshots. This license is capacity-based.

Consider these FlashCopy guidelines:

>

»

Identify each application that must have a FlashCopy function implemented for its volume.

FlashCopy is a relationship between volumes. Those volumes can belong to separate
storage pools and separate storage subsystems.

You can use FlashCopy for backup purposes by interacting with the IBM Spectrum Protect
Agent or for cloning a particular environment.

Define which FlashCopy best fits your requirements: no copy, full copy, thin-provisioned, or
incremental.

Define which FlashCopy rate best fits your requirement in terms of the performance and
the time to complete the FlashCopy. Table 4-10 on page 170 shows the relationship of the
background copy rate value to the attempted number of grains to be split per second.

Define the grain size that you want to use. A grain is the unit of data that is represented
by a single bit in the FlashCopy bitmap table. Larger grain sizes can cause a longer
FlashCopy elapsed time and a higher space usage in the FlashCopy target volume.
Smaller grain sizes can have the opposite effect. Remember that the data structure and
the source data location can modify those effects.

In an actual environment, check the results of your FlashCopy procedure in terms of the
data that is copied at every run and in terms of elapsed time, comparing them to the new
IBM FlashSystem V9000 FlashCopy results. Eventually, adapt the grain/second and the
copy rate parameter to fit your environment’s requirements.
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Table 4-10 shows the relationship of the copy rate value to grains split per second.

Table 4-10 Grain splits per second

User percentage Data copied 256 KB grain 64 KB grain

per second per second per second
1-10 128 KB 0.5 2
11-20 256 KB 1 4
21-30 512 KB 2 8
31-40 1 MB 4 16
41 - 50 2 MB 8 32
51 - 60 4 MB 16 64
61-70 8 MB 32 128
71-80 16 MB 64 256
81-90 32 MB 128 512
91 -100 64 MB 256 1024

Metro Mirror and Global Mirror guidelines

The remote-copy function allows the use of Metro Mirror and Global Mirror functions.

This function enables you to set up a relationship between volumes on two systems,

so that updates that are made by an application to one volume are mirrored on the other
volume. The volumes can be in the same system or on two different systems. This license
is capacity-based.

IBM FlashSystem V9000 supports both intracluster and intercluster Metro Mirror and Global
Mirror. From the intracluster point of view, any single clustered system is a reasonable

candidate for a Metro Mirror or Global Mirror operation. Intercluster operation, however, needs
at least two clustered systems that are separated by several moderately high-bandwidth links.
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Figure 4-14 shows a schematic of Metro Mirror connections and zones.

UNIX

Max 80ms roundtrip latency
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®» Cisco FCIP with IVR
® Brocade Routers
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= NO Native IP Replication over Ethernet today

® Note: FlashSystem V9000 has no knowledge of WAN

Figure 4-14 Replication connections and zones

Figure 4-14 contains two redundant fabrics. Only Fibre Channel switched links can be used
to connect to the long-distance wide area networks (WANSs) technologies to be used for
extending the distance between the two IBM FlashSystem V9000 clustered systems.

Two broadband categories are currently available:

» FC extenders
» SAN multiprotocol routers

Because of the more complex interactions involved, IBM explicitly tests products of this class
for interoperability with the IBM FlashSystem V9000. You can obtain the current list of
supported SAN routers on the IBM SSIC web page:

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

IBM has tested several FC extenders and SAN router technologies with the IBM FlashSystem
V9000. You must plan, install, and test FC extenders and SAN router technologies with the
IBM FlashSystem V9000 so that the following requirements are met:

» The round-trip latency between sites must not exceed 80 ms (40 ms one way). For Global
Mirror, this limit supports a distance between the primary and secondary sites of up to
8000 km (4970.96 miles) using a planning assumption of 100 km (62.13 miles) per 1 ms of
round-trip link latency.

» The latency of long-distance links depends on the technology that is used to implement
them. A point-to-point dark fibre-based link typically provides a round-trip latency of 1 ms
per 100 km (62.13 miles) or better. Other technologies provide longer round-trip latencies,
which affect the maximum supported distance.

» The configuration must be tested with the expected peak workloads.

» When Metro Mirror or Global Mirror is used, a certain amount of bandwidth is required for
IBM FlashSystem V9000 intercluster heartbeat traffic. The amount of traffic depends on
how many nodes are in each of the two clustered systems.

Chapter 4. Planning 171


http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

172

Table 4-11 shows the amount of heartbeat traffic, in megabits per second (Mbps), that
is generated by various sizes of clustered systems that can be involved in a mirroring

partnership.

Table 4-11 Inter-cluster heartbeat traffic (megabits per second)

Cluster 1 Cluster 2 (in Mbps)
2 control 4 control 6 control 8 control
enclosures enclosures enclosures enclosures
2 control 2.6 4.0 5.4 6.7
enclosures
4 control 4.0 55 7.1 8.6
enclosures
6 control 5.4 71 8.8 10.5
enclosures
8 control 6.7 8.6 10.5 12.4
enclosures

» These numbers represent the total traffic between the two clustered systems when no I/O

is taking place to mirrored volumes. Half of the data is sent by one clustered system and
half of the data is sent by the other clustered system. The traffic is divided evenly over all
available intercluster links. Therefore, if you have two redundant links, half of this traffic is
sent over each link during fault-free operation.

The bandwidth between sites must, at the least, be sized to meet the peak workload
requirements, in addition to maintaining the maximum latency that has been specified
previously. You must evaluate the peak workload requirement by considering the average
write workload over a period of one minute or less, plus the required synchronization copy
bandwidth.

With no active synchronization copies and no write I/O disks in Metro Mirror or Global
Mirror relationships, the IBM FlashSystem V9000 protocols operate with the bandwidth
that is indicated in Figure 4-14 on page 171. However, you can only determine the true
bandwidth that is required for the link by considering the peak write bandwidth to volumes
participating in Metro Mirror or Global Mirror relationships and adding it to the peak
synchronization copy bandwidth.

If the link between the sites is configured with redundancy so that it can tolerate single
failures, you must size the link so that the bandwidth and latency statements continue to
be true even during single failure conditions.

The configuration is tested to simulate failure of the primary site (to test the recovery
capabilities and procedures), including eventual fail back to the primary site from the
secondary.

The configuration must be tested to confirm that any failover mechanisms in the
intercluster links interoperate satisfactorily with the IBM FlashSystem V9000.

The FC extender must be treated as a normal link.

The bandwidth and latency measurements must be made by, or on behalf of, the client.
They are not part of the standard installation of the IBM FlashSystem V9000 by IBM. Make
these measurements during installation, and record the measurements. Testing must be
repeated after any significant changes to the equipment that provides the intercluster link.
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Global Mirror guidelines
Consider these guidelines:

>

When using IBM FlashSystem V9000 Global Mirror, all components in the SAN must be
capable of sustaining the workload that is generated by application hosts and the Global
Mirror background copy workload. Otherwise, Global Mirror can automatically stop your
relationships to protect your application hosts from increased response times. Therefore, it
is important to configure each component correctly.

Use a SAN performance monitoring tool, such as IBM Spectrum Control (formerly IBM
Tivoli Storage Productivity Center), which enables you to continuously monitor the SAN
components for error conditions and performance problems. This tool helps you detect
potential issues before they affect your disaster recovery solution.

The long-distance link between the two clustered systems must be provisioned to allow for
the peak application write workload to the Global Mirror source volumes, plus the
client-defined level of background copy.

The peak application write workload ideally must be determined by analyzing the IBM
FlashSystem V9000 performance statistics.

Statistics must be gathered over a typical application 1/0 workload cycle, which might be
days, weeks, or months, depending on the environment in which the IBM FlashSystem
V9000 is used. These statistics must be used to find the peak write workload that the link
must be able to support.

Characteristics of the link can change with use; for example, latency can increase as the
link is used to carry an increased bandwidth. The user must be aware of the link’s behavior
in such situations and ensure that the link remains within the specified limits. If the
characteristics are not known, testing must be performed to gain confidence of the link’s
suitability.

Users of Global Mirror must consider how to optimize the performance of the
long-distance link, which depends on the technology that is used to implement the link.
For example, when transmitting FC traffic over an IP link, an approach you might want to
take is to enable jumbo frames to improve efficiency.

Using Global Mirror and Metro Mirror between the same two clustered systems is
supported.

Using Global Mirror and Metro Mirror between the IBM FlashSystem V9000 clustered
system and IBM Storwize systems with a minimum code level of 7.3 is supported.

Note: Metro to Global Mirror to IBM FlashSystem V9000 target system is not
supported, because the risk of overwhelming receive buffers is too great.

Support exists for cache-disabled volumes to participate in a Global Mirror relationship;
however, doing so is not a preferred practice.

The gmlinktolerance parameter of the remote copy partnership must be set to an
appropriate value. The default value is 300 seconds (5 minutes), which is appropriate
for most clients.

During SAN maintenance, you must choose to reduce the application I/O workload during
the maintenance (so that the degraded SAN components are capable of the new
workload); disable the gmlinktolerance feature; increase the gmlinktolerance value
(meaning that application hosts might see extended response times from Global Mirror
volumes); or stop the Global Mirror relationships.

If the gmlinktolerance value is increased for maintenance lasting x minutes, it must only
be reset to the normal value x minutes after the end of the maintenance activity.
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If gmlinktolerance is disabled during maintenance, it must be re-enabled after the
maintenance is complete.

Global Mirror volumes must have their preferred nodes evenly distributed between the
nodes of the clustered systems. Each volume within an I/O Group has a preferred node
property that can be used to balance the 1/0O load between nodes in that group.

Figure 4-15 shows the correct relationship between volumes in a Metro Mirror or Global
Mirror solution.

Primary Control ISecondary Control
Enclosure 1 Volume 0 Volume 0 Enclosure 1
Volume 2 N A Volume 1
Primary Control ) \ ISecondary Control
Enclosure 2 Volume 1 Volume 2 Enclosure 2
Volume 3 Volume 3

Figure 4-15 Correct volume relationship

The capabilities of the storage controllers at the secondary clustered system must be
provisioned to allow for the peak application workload to the Global Mirror volumes, plus
the client-defined level of background copy, plus any other I/O being performed at the
secondary site. The performance of applications at the primary clustered system can be
limited by the performance of the back-end storage controllers at the secondary clustered
system to maximize the amount of I/O that applications can perform to Global Mirror
volumes.

Be sure to perform a complete review before using Serial Advanced Technology
Attachment (SATA) for Metro Mirror or Global Mirror secondary volumes. Using a slower
disk subsystem for the secondary volumes for high-performance primary volumes can
mean that the IBM FlashSystem V9000 cache might not be able to buffer all the writes,
and flushing cache writes to SATA might slow 1/O at the production site.

Storage controllers must be configured to support the Global Mirror workload that is
required of them. You can dedicate storage controllers to only Global Mirror volumes,
configure the controller to ensure sufficient quality of service (QoS) for the disks that are
being used by Global Mirror, or ensure that physical disks are not shared between Global
Mirror volumes and other I/O (for example, by not splitting an individual RAID array).

MDisks within a Global Mirror storage pool must be similar in their characteristics, for
example, RAID level, physical disk count, and disk speed. This requirement is true of all
storage pools, but it is particularly important to maintain performance when using Global
Mirror.

When a consistent relationship is stopped, for example, by a persistent 1/O error on the
intercluster link, the relationship enters the consistent_stopped state. I/O at the primary
site continues, but the updates are not mirrored to the secondary site. Restarting the
relationship begins the process of synchronizing new data to the secondary disk. While
this synchronization is in progress, the relationship is in the inconsistent copying state.
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Therefore, the Global Mirror secondary volume is not in a usable state until the copy has
completed and the relationship has returned to a Consistent state. For this reason, the
suggestion is to create a FlashCopy of the secondary volume before restarting the
relationship.

When started, the FlashCopy provides a consistent copy of the data, even while the
Global Mirror relationship is copying. If the Global Mirror relationship does not reach the
Synchronized state (if, for example, the intercluster link experiences further persistent 1/0
errors), the FlashCopy target can be used at the secondary site for disaster recovery
purposes.

» If you plan to use a Fibre Channel over IP (FCIP) intercluster link, an important step is to
design and size the pipe correctly.

Example 4-2 shows a best-guess bandwidth sizing formula.

Example 4-2 WAN link calculation example

Amount of write data within 24 hours times 4 to allow for peaks
Translate into MB/s to determine WAN Tlink needed

Example:

250 GB a day

250 GB * 4 = 1 TB

24 hours * 3600 secs/hr. = 86400 secs

1,000,000,000,000/ 86400 = approximately 12 MB/s,

Which means 0C3 or higher is needed (155 Mbps or higher)

» If compression is available on routers or WAN communication devices, smaller pipelines
might be adequate.

Note: Workload is probably not evenly spread across 24 hours. If extended periods
of high-data change rates occur, consider suspending Global Mirror during that time
frame.

» If the network bandwidth is too small to handle the traffic, the application write I/O
response times might be elongated. For the IBM FlashSystem V9000, Global Mirror
must support short-term “Peak Write” bandwidth requirements.

» You must also consider the initial sync and resync workload. The Global Mirror
partnership’s background copy rate must be set to a value that is appropriate to the link
and secondary back-end storage. The more bandwidth that you give to the sync and
resync operation, the less workload can be delivered by the IBM FlashSystem V9000 for
the regular data traffic.

» Do not propose Global Mirror if the data change rate will exceed the communication
bandwidth, or if the round-trip latency exceeds 80 - 120 ms. A round-trip latency that is
greater than 80 microseconds, requires submission of either Solution for Compliance in
a Regulated Environment (SCORE) or request for price quotation (RPQ).

4.4.4 Real-time Compression

The IBM FlashSystem V9000 Real-time Compression feature uses additional hardware that
is dedicated to the improvement of the Real-time Compression functionality. When ordered,
the feature includes two Compression Acceleration Cards per control enclosure for the I/O
Group to support compressed volumes.

Chapter 4. Planning 175



The compression accelerator feature is ordered, by default, with Real-time Compression
software:

» Feature code AH1A - Compression Acceleration Card:

— Includes one Compression Acceleration Card.
— Maximum feature quantity is two.

When you size the number of Compression Acceleration cards per node, be attentive to
several considerations. If your active data workload is greater than 8 TB per I/0 Group,
consider deploying both Compression Acceleration cards per node. With a single
Compression Acceleration Card in each node, the existing recommendation on the number
of compressed volumes able to be managed per I/0O group remains the same at 200 volumes.
However, with the addition of the second Compression Acceleration card in each node (a total
of four cards per 1/O group), the total number of managed compressed volumes increases

to 512.

Note: Active Data Workload is typically 5 - 8% of the total managed capacity. In a single
I/O Group, 8 TB of active data equates to approximately 160 TB managed. In a 4 by 4 IBM
FlashSystem V9000 configuration, this equates to 32 TB of active data (8 TB per I/O
Group).

4.5 Data migration
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Data migration is an extremely important part of an IBM FlashSystem V9000 implementation.
Therefore, you must accurately prepare a data migration plan. You might need to migrate your
data for one of these reasons:

To redistribute workload within a clustered system across the disk subsystem

To move workload onto newly installed storage

To move workload off old or failing storage, ahead of decommissioning it

To move workload to rebalance a changed workload

To migrate data from an older disk subsystem to FlashSystem V9000 managed storage
To migrate data from one disk subsystem to another disk subsystem

vyvVyVvYyVvYyYYvYyy

Because multiple data migration methods are available, choose the method that best fits your
environment, your operating system platform, your kind of data, and your application’s service
level agreement (SLA).

Data migration has the following characteristics and applications:

» Changes the MDisks to which the volume is allocated

Does not disrupt access to the volume data

Can be used when removing MDisks from a clustered system

Can move data to an MDisk that has appropriate performance for host requirements

Can move data from image mode volumes to MDisks when adding a system to an existing
SAN infrastructure.

» Can migrate striped and sequential volumes to an image mode volume

vV v vy

Data migration can be based on these items:

» Operating system Logical Volume Manager (LVM) or commands
» Special data migration software
» The IBM FlashSystem V9000 data migration feature
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With data migration, apply the following guidelines:

» Choose which data migration method best fits your operating system platform, your kind of
data, and your SLA.

» Check IBM System Storage Interoperation Center (SSIC) for the storage system to which
your data is being migrated:

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

» Choose where you want to place your data after migration in terms of the storage pools
that relate to a specific storage subsystem tier.

» Check whether enough free space or extents are available in the target storage pool.

» Decide if your data is critical and must be protected by a volume mirroring option or if it
must be replicated in a remote site for disaster recovery.

» To minimize downtime during the migration, prepare offline all of the zone and LUN
masking and host mappings that you might need.

» Prepare a detailed operation plan so that you do not overlook anything at data migration
time.

» Run a data backup before you start any data migration. Data backup must be part of the
regular data management process.

4.6 IBM FlashSystem V9000 configuration backup procedure

Configuration backup is the process of extracting configuration settings from a clustered
system and writing it to disk. The configuration restore process uses backup configuration
data files for the system to restore a specific system configuration. Restoring the system
configuration is an important part of a complete backup and disaster recovery solution.

Only the data that describes the system configuration is backed up. You must back up your
application data by using the appropriate backup methods.

To enable routine maintenance, the configuration settings for each system are stored on each
node. If power fails on a system or if a node in a system is replaced, the system configuration
settings are automatically restored when the repaired node is added to the system. To restore
the system configuration in a disaster (if all nodes in a system are lost simultaneously), plan
to back up the system configuration settings to tertiary storage. You can use the configuration
backup functions to back up the system configuration. The preferred practice is to implement
an automatic configuration backup by applying the configuration backup command.

The virtualization map is stored on the quorum disks of external MDisks, and is accessible to
every IBM FlashSystem V9000 control enclosure.

For complete disaster recovery, regularly back up the business data that is stored on volumes
at the application server level or the host level.

For detailed procedural steps see 13.3.7, “Backup IBM FlashSystem V9000 configuration” on
page 636.
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Scalability

This chapter describes the scaling capabilities of IBM FlashSystem V9000:

» Scale out for capacity
» Scale up for performance

A single IBM FlashSystem V9000 storage building block consists of two IBM FlashSystem
V9000 control enclosures (AC2 or AC3) and one IBM FlashSystem V9000 storage enclosure
(AE2). Additionally, the AC3 control enclosures can be configured with SAS-enclosures for
capacity expansion.

The examples of scaling in this chapter show how to add control enclosures, a storage
enclosure, and an expansion enclosure, and how to configure scaled systems.

This chapter demonstrates scaling out with additional building blocks and adding one
additional storage enclosure. This setup consists of two IBM FlashSystem V9000 building
blocks configured as one IBM FlashSystem V9000 cluster.

This chapter includes the following topics:

Overview

Building block for scaling

Scaling concepts

Adding an IBM FlashSystem V9000 storage enclosure (AE2)

Adding a second building block

Adding an IBM FlashSystem V9000 expansion enclosure (12F or 24F)
Planning

Installing

Operations

Concurrent code load in a scaled-out system

YVVYVYVYVYVYVYVYYVYY
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5.1 Overview

IBM FlashSystem V9000 has a scalable architecture that enables flash capacity to be added
(scaled up) to support multiple applications. The virtualized system can also be expanded
(scaled out) to support higher IOPS and bandwidth, or the solution can be simultaneously
scaled up and out to improve capacity, IOPS, and bandwidth while maintaining MicroLatency.
As a result, your organization can gain a competitive advantage through MicroLatency
response times and a more efficient storage environment. IBM FlashSystem V9000 has the
following scalability features per building block:

» Slots for up to 12 hot-swappable flash memory modules (1.2 TB, 2.9 TB, or 5.7 TB
modules)

» Configurable 2.4 - 57 TB of capacity for increased flexibility per storage enclosure

» Up to 20 standard expansion enclosures per controller pair (up to 80 total) with up to
9.6 PB raw capacity using NL-SAS HDDs or 29.4 PB raw capacity using SSDs

» Up to 8 high-density (HD) expansion enclosures per controller pair (up to 32 total) with up
to 29.4 PB raw capacity using NL-SAS HDDs or 32 PB raw capacity using SSDs

» IBM FlashSystem V9000 has the following flexible scalability configuration options:

Scale up: Add more flash capacity

Scale up: Add more SAS capacity

Scale out: Expand virtualized system

Scale up and out: Add more flash and SAS capacity and expand virtualized system

Four types of storage enclosures are discussed in this chapter:
» IBM FlashSystem V9000 storage enclosure (AE2)

— Native IBM FlashSystem V9000 storage
— Fibre channel attached
— Based on MicroLatency Modules (flash modules)

» IBM FlashSystem V9000 expansion enclosure (12F, 24F, or 92F)

— SAS drive based either SSD or nearline drives
— SAS attached

— Used for capacity expansion

— Model 12F and 24F available from Version 7.7.1
— Model 92F available from Version 7.8

5.2 Building block for scaling

180

A single IBM FlashSystem V9000 storage platform consists of two IBM FlashSystem V9000
control enclosures (AC2 or AC3) directly cabled to one IBM FlashSystem V9000 storage
enclosure (AE2), representing a building block.

For balanced increase of performance and scale, up to four IBM FlashSystem V9000 building
blocks can be clustered into a single storage system, multiplying performance and capacity
with each addition. The scalable building blocks require connectivity through Fibre Channel
switches. The scalable building block configurations also support the addition of up to four
individual IBM FlashSystem V9000 storage enclosures to be added to the storage system.

If 228 TB from four building blocks is not enough capacity, up to four extra AE2 storage
enclosures can then be added. In total, an IBM FlashSystem V9000 storage system can
contain a maximum of eight IBM FlashSystem V9000 storage enclosures, offering a potential
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storage capacity of 456 TB, and up to 2.2 PB effective capacity is available at 80%
compression. Real-time Compression is available as a software feature, assisted by hardware
accelerator cards in the IBM FlashSystem V9000 control enclosures. Real-time Compression
enables users to deploy Real-time Compression where it is applicable.

From Version. 7.7.1 of IBM FlashSystem V9000, SAS attached expansion enclosures are
also supported.

Note: The scalable building blocks require connectivity through Fibre Channel switches.

A fixed building block uses direct internal connections without any switches. Contact your
IBM representative if you want to scale up or scale out from a fixed building block.

Figure 5-1 illustrates the scalable capacity of IBM FlashSystem V9000. It also shows that
extra AE2 storage enclosures can be added to a single building block, and also to two,
three, or four building blocks.

Addtional SE's
(AE2's)

Scale Up Capacity

+3 SE
+2 SE
+1 SE

Fibre Channel
(FC) Switches

{ 1] TITTTTITIT A 1 TUTTTTT) T TTITOTIT. A T TTTITITT. e
r

A

Additional V9000
Building Blocks

Single Entry
V9000 Building
Block

Scale Out (performance & capacity)

Figure 5-1 IBM FlashSystem V9000 scaling

5.3 Scaling concepts

IBM FlashSystem V9000 provides three scaling concepts:
» Scale up: Add more flash capacity.

— Add up to four extra IBM FlashSystem V9000 storage enclosures.
» Scale up: Add more SAS capacity.

— Add up to 80 IBM FlashSystem V9000 model 12F or 24F expansion enclosures.
— Add up to 32 IBM FlashSystem V9000 model 92F expansion enclosures.

» Scale out: Expand virtualized system.

— Add up to three IBM FlashSystem V9000 building blocks for extra performance and
capacity.
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The first scalable IBM FlashSystem V9000 building block consists of two IBM FlashSystem
V9000 control enclosures (AC2 or AC3), one IBM FlashSystem V9000 storage enclosure
(AE2), representing a building block and two Fibre Channel switches for the internal 16 Gbps
FC cabling. This building block with switches is called scalable building block.

Note: Internal FC speed for the AC2 control enclosures can be either 16 Gbps or 8 Gbps.
For the AC3 control enclosures only 16 Gbps is supported.

IBM FlashSystem V9000 can have up to four extra storage enclosures and scale out to four
building blocks as shown in Figure 5-1 on page 181. The maximum configuration has eight
IBM FlashSystem V9000 control enclosures, and eight IBM FlashSystem V9000 storage
enclosures.

5.3.1 Scale up for capacity

Scale up for capacity is adding an internal IBM FlashSystem V9000 storage enclosure to an
existing building block. This internal storage enclosure will then be managed by the same GUI
or CLI as the existing storage enclosures. This IBM FlashSystem V9000 might be a scalable
building block or already be a scaled IBM FlashSystem V9000. Adding other storage to an
IBM FlashSystem V9000, such as IBM Storwize V7000 or IBM FlashSystem 900, is not
considered as IBM FlashSystem V9000 scale up, because it is not managed by the IBM
FlashSystem V9000 GUI and it is attached using the external fabric and not the internal
switches.

To add an extra IBM FlashSystem V9000 storage enclosure, see 5.4, “Adding an IBM
FlashSystem V9000 storage enclosure (AE2)” on page 186.

To add an extra IBM FlashSystem V9000 expansion enclosure, see 5.6, “Adding an IBM
FlashSystem V9000 expansion enclosure” on page 202

5.3.2 Scale out for performance

Scaling out for performance is equivalent to adding a second, third, or fourth building block to
a scalable building block. This additional building block is managed by the same GUI or CLI
as the existing IBM FlashSystem V9000. This existing IBM FlashSystem V9000 might be a
single scalable building block, so that the switches are already in place, or already be a scaled
IBM FlashSystem V9000 of up to three building blocks.

Scale out always adds two controller nodes and one storage enclosure per building block to
an existing IBM FlashSystem V9000.

To add another IBM FlashSystem V9000 building block, see 5.5, “Adding a second building
block” on page 192.

5.3.3 IBM FlashSystem V9000 scaled configurations

Table 5-1 on page 183 summarizes the minimum and maximum capacity for scalable building
blocks including the addition of AE2 storage enclosures.
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Table 5-1 IBM FlashSystem V9000, scalable building blocks including additional storage enclosures

Scalable building Minimum capacity Maximum capacity Maximum effective
blocks (BB) (TB) (TB) capacity (TB) with
Real-time Compression

1 BB 2.2 57 285

1BB +1AE2 44 114 570

1 BB + 2 AE2 6.6 171 855

1 BB + 3 AE2 8.8 228 1140

1 BB + 4 AE2 11.0 285 1425

2BB 44 114 570
2BB+1AE2 6.6 171 855

2BB+2 AE2 8.8 228 1140

2BB + 3 AE2 11.0 285 1425

2BB + 4 AE2 13.2 342 1710

3BB 6.6 171 855
3BB+1AE2 8.8 228 1140
3BB+2AE2 11.0 285 1425

3 BB + 3 AE2 13.2 342 1710

3 BB + 4 AE2 15.4 399 1995

4 BB 8.8 228 1140

4 BB + 1 AE2 11.0 285 1425

4 BB +2 AE2 13.2 342 1710

4 BB + 3 AE2 15.4 399 1995

4 BB + 4 AE2 17.6 456 2280

PCle expansion ports

Seven Peripheral Component Interconnect Express (PCle) slots are available for port
expansions in the IBM FlashSystem V9000 AC3 control enclosures.

Table 5-2 shows the host port count per building block configuration (1, 2, 3, or up to 4
building blocks).

Table 5-2 Host port count per building blocks

Building 16 Gbps FC 10 Gbps iSCSI 10 Gbps FCoE
blocks (host and storage) (host and storage) (host)

1 32 8 8

2 64 16 16

3 96 24 24

4 128 32 32
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For more detailed information about various interface setups, see Appendix A, “Guidelines:
Port utilization in an IBM FlashSystem V9000 scalable environment” on page 657.

Expansion enclosures

IBM FlashSystem V9000 Software V7.7.1 introduces support for the addition of expansion
enclosures also called tiered solution Models 9846/8-12F and 9846/8-24F, which are
available for the AC3 control enclosures.

The next generation IBM FlashSystem V9000 Software V7.8 offers an additional expansion
enclosure, Model 9846/8-92F. The IBM FlashSystem V9000 High-density (HD) Large Form
Factor (LFF) Expansion Enclosure Model 92F supports up to 92 drives per enclosure, with a
mixture of rotating disks and SSD drives in various capacities.

Note: The focus of this book is on IBM FlashSystem V9000 Software V7.7.1 and therefore
does not include examples of connecting expansion enclosures model 92F.

IBM FlashSystem V9000 Small Form Factor (SFF) expansion enclosure model 24F offers
new tiering options with low cost solid-state drives (SSDs). Each SFF expansion enclosure
supports up to 24 2.5-inch low cost SSD drives.

Up to 20 expansion enclosures model 12F or 24F are supported per IBM FlashSystem V9000
building block, providing up to 480 drives with expansion enclosure model 24F (SFF) and up
to 240 drives with expansion model 12F (LFF) for up to 2.4 PB of raw NL-SAS capacity in
each building block. With four building blocks 9.6 PB of raw NL-SAS capacity is supported.

The HD Expansion Enclosure Model 92F provides additional configuration options. Up to
eight HD expansion enclosures model 92F are supported per IBM FlashSystem V9000
building block, providing up to 736 drives for up to 7.3 PB of raw NL-SAS capacity or 11.3 PB
SSD capacity in each building block. With four building blocks a maximum of 32 HD
expansion enclosures model 92F can be attached giving a maximum 29.4 PB of raw NL-SAS
capacity and 32 PB of raw SSD capacity. For information about the allowed intermix of
expansion enclosures, see 2.6.1, “SAS expansion enclosures intermix” on page 82.

Note: IBM FlashSystem V9000 Version 7.7.1 has maximum manageable capacity of
32 PB. Managing 32 PB of storage requires MDisk extent size of 8192 MB.

Figure 5-2 on page 185 shows the maximum possible configuration with a single building
block using a combination of native IBM FlashSystem V9000 storage enclosures and
expansion enclosures.
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Maximum configuration with a

single scalable building block

Up to 4 additional
storage enclosures

SAN switches

FlashSystem V9000
control enclosures and
first storage enclosure

‘l||||1‘||||

SAS attached storage
Up to 20 expansion enclosures - Mix of LFF and SFF

Figure 5-2 Maximum configuration with a single scalable building block using model 12F and 24F

expansion enclosures

Table 5-3 IBM FlashSystem V9000 maximum capacities

Model 12F Model 24F Model 92F Model 92F
10TB NL-SAS 15.36TB SSD 10TB NL-SAS 15.36TB SSD

1 building block 7.3PB 11.3PB

(8 x 92F)

4 building blocks 29.4 PB 32 pPB?

(32 x 92F)

1 building block 24 PB 7.3PB

(20 x 12F or 24F)

4 building blocks | 9.6 PB 29.4 PB

(80 x 12F or 24F)

a. IBM FlashSystem V9000 Version 7.7.1 has a maximum manageable capacity of 32 PB.

High-density (HD) solid-state drives (SSDs)

High-density SSDs allow applications to scale and achieve high performance while
maintaining traditional reliability and endurance levels. 1.92 TB, 3.84 TB, 7.68 TB, and
15.36 TB SAS 2.5-inch SSD options are available for IBM FlashSystem V9000 SFF

expansion enclosure model 24F for up to 7.3 PB raw SSD capacity in each building block

for a maximum 29.4 PB with four building blocks.

With expansion enclosure model 92F 7.68 TB and 15.36 TB SSD drives are available for up
to 11.3 PB raw SSD capacity in each building block for a maximum 32 PB with four building

blocks.

Note: IBM FlashSystem V9000 Version 7.7.1 has a maximum manageable capacity of

32 PB.
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High capacity nearline drives

High capacity nearline drives enables high value tiered storage with hot data stored in flash
and warm data on lower cost NL-SAS HDDs all managed by IBM Easy Tier. The 10 TB SAS
3.5-inch nearline drives are available for IBM FlashSystem V9000 LFF expansion enclosure
Model 12F and for Model 92F. Maximum capacities with four building blocks using expansion
enclosure Model 12F is 9.6 PB raw nearline capacity and 29.4 PB using model 92F.

RAID types

RAIDS5 with standby hot spare is the only available RAID option for IBM FlashSystem V9000
native flash storage expansion. However, the additional SAS attached expansion enclosures
can be configured with various RAID options. Distributed RAID (DRAID 5 and DRAID 6),
which offers improved RAID rebuild times, is preferred for expansion enclosures.

Note: To support SAS attached expansion enclosures, an AH13 - SAS Enclosure Attach
adapter card must be installed in expansion slot 2 of each AC3 control enclosure in the
building block.

5.4 Adding an IBM FlashSystem V9000 storage enclosure (AE2)

This section gives an example of adding an extra IBM FlashSystemV9000 storage enclosure
(AE2) to a single scalable building block. Before scaling a building block, be sure that the
internal cabling is set up and zoning on the switches has been implemented.

Note: The Fibre Channel internal connection switches are ordered together with the
first IBM FlashSystem V9000 scalable building block. You can also supply your own
Fibre Channel switches and cables, if they are supported by IBM. See the list of
supported Fibre Channel switches at the SSIC web page:

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss
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Figure 5-3 shows a scalable building block before adding an extra IBM FlashSystem V9000
storage enclosure.

Figure 5-3 Single scalable building block

Note: The GUI example shown in Figure 5-3 illustrates AC2 controllers. When using new
model controllers the GUI changes to show the layout in the new models.

To add an IBM FlashSystem V9000 storage enclosure (AE2), complete the following steps:

1. After installing an additional storage enclosure into the IBM FlashSystemV9000 rack and
cabling it to the internal switches, the IBM FlashSystemV9000 GUI shows the added
storage enclosure (the display now differs from the display in Figure 5-3). Now the
controller nodes are grouped on the left and the storage enclosures on the right. Hover the
mouse over the existing storage enclosure to get its details (Figure 5-4).

Enclosure ID: 1

State: v~ Online
s] Flash Modules: i
q SIN: 1371006
| Part Number: DODHS21

7

Figure 5-4  First enclosure details
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2. Hover over the empty storage enclosure frame; the click to add additional storage

message is displayed (Figure 5-5).

-/ io arpd \ i i {Click to add additional storage]

—— _____//
21.00 GiB e T i 215.00 GiB
Allocated ___"-———______ ______——f"__F Volume Capacity
N
6.20 TiB
System

Figure 5-5 Single building block with unconfigured additional storage enclosure

3. Click to open the Welcome page of the Add Enclosures wizard (Figure 5-6).

Add Enclosures
) Welcome
Welcome
Summary This wizard will add additional storage to your system.
T s | G

Figure 5-6 Add Enclosure Wizard
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4. Click Next to add the storage enclosure.

After some minutes, the enclosure is added to the IBM FlashSystem V9000 and you see
the Task completed message (Figure 5-7).

Adding storage enclosures

v~ Task completed. 100%

¥ View more details
Checking for storage enclosure (id=Z) .
The task is 23% complete.
Checking for storage enclosure (id=z).
The task is Z4% complete.
Checking for storage enclosure (id=2zZ).
The task is 25% complete.

The storage enclosure has been added to the system.

The task is 100% complete.
Fetting totals..

Synchronizing memory cache.

[CTN T R U ¥ B T I O O ]

Task completed.

O [ —

Figure 5-7 Adding storage enclosure completed

5. Click Close at the Task Completed window. A summary is displayed showing capacity and
flash modules to be added as shown in Figure 5-8.

Add Enclosures x

(¥ Welcome
Summary

o

@ Summary Expansion Enclosure

Capacity: 5.62 TiB
Flash modules: 6

n”

Figure 5-8 Add enclosure summary
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6. Click Finish. After some minutes, the array is initialized and the task finishes (Figure 5-9).

v~ Task completed. 100%

» View more details
gycinfo lsarrayinitprogress —delim , 1
Initializing array - &&% completed.
Running command:
aywvcinfo lsarrayinitprogress —delim , 1
Initiaelizing array - 95% completed.
Bunning command :
gvcinfo lsarrayinitprogress —delim , 1
Initializing array — 100% completed.
Synchronizing memory cache.
The task ia 100% complete.

Task completed.

Figure 5-9 Task completed

7. Click Close at the Task Completed screen.

8. The Add Enclosure wizard finishes by advising you that MDisks must be added manually
through the MDisks by Pools page (Figure 5-10).

Add Enclosure X

@ Adding storage completed.

Use the MDisks by Pools page to configure the new storage.

—

Close

Figure 5-10 Add storage completed

9. Click Close and navigate to the Pools — MDisks by Pools menu or simply click MDisks
by Pools at the final window in the Add Enclosure wizard.

The process of adding MDisks is described in step 8 on page 197.
You must decide whether to add the new MDisks in an existing storage pool or in a new

storage pool:

» To maximize performance, place all storage in a single pool to improve tiering
performance. This way, the VDisks have their extents striped across all storage
enclosures, which gives best performance.

» To maximize availability, place each expansion enclosure in a separate pool for fault
tolerance purposes.
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In this example, the new MDisk is added to the existing MDisk pool. The result is shown in

Figure 5-11.
[ # Create Pool | i= Actions | C.Filter
&3  Unassigned MDisks (1) Online D
&F  mdiskarp0d ¢ Online. ) « > 21.00 GiB | 9.99 TiB (0%)
@ mdisko v Online 6.24TiB
B mdiskt v Online 375TiB

Figure 5-11 New MDisk to the existing MDisk pool

Important: Before deciding whether to create a single or multiple storage pools, carefully
evaluate which option best fits your solution needs, considering data availability and
recovery management.

GUI after adding the IBM FlashSystem V9000 storage enclosure

From the IBM FlashSystem V9000 GUI home window, you now see the added enclosure
(highlighted in Figure 5-12).

&5—5 - - . y --"./%
21.00 GiB - =

- — " 215.00 GiB

— i Y r~
Allocated B S —— Volume Capacity

10.00 TiB

System

Figure 5-12 IBM FlashSystem V9000 with added storage enclosure

Hover over the newly added enclosure to get detailed information about it (Figure 5-13).

Enclosure ID: 2
State: v Online

X - Flash Modules: 6
S/N: 1321245
Part Number: 00DHS21
.-/ /I

Figure 5-13 Enclosure 2 details
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Click the added enclosure to review the installed components flash modules and batteries as
shown in Figure 5-14.

storage-2 Online

Figure 5-14 Review the installed components

Click the arrow to spin the enclosure to see the rear-view components (Figure 5-15).

storage-2 Online

Figure 5-15 Review components from the rear side

5.5 Adding a second building block

This section provides an example on adding an extra IBM FlashSystem V9000 AC3-based
building block to a single AC2-based scalable building block.

Figure 5-16 on page 193 shows the home window for an AC2-based scalable building block
before an extra IBM FlashSystem V9000 AC3-based building block is added.
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Figure 5-16 Single scalable building block with AC2 control enclosures

Note: IBM FlashSystem V9000 AC2 and AC3 control enclosures have different layout of
internal disks and batteries. This difference is depicted in the GUI.

The process of adding an extra IBM FlashSystem V9000 building block includes rack mount,
cabling, power up of the new IBM FlashSystem V9000 and zoning of switches. Use the
service assistance tool to check that the new devices are visible and available to the system
as shown in Figure 5-17.

Change Node =
Node Name Mode Status Error Panel System Site Relaiionshfp
@ node_75AM730 Active 75AM730 Cluster_ i il 85 Local
7 node_75AM710 Active 75AM710 Cluster System
Candidate M&1Y001 Candidate I
Managed 01-2 Cluster_ Expansion
Candidate M&2P00A Candidate
UNMANAGED 1321245-1 Expansion
UNMANAGED 1321245-2 Expansion
» Managed 01-1 Cluster_ Expansion

Figure 5-17 Service assistant shows that the new devices are available

For more information about how to access the Service Assistant see Chapter 10, “Service
Assistant Tool” on page 475.

After preparing the extra IBM FlashSystem V9000, the window now differs from Figure 5-16.
Now the controller nodes are grouped on the left side and the storage enclosures on the right.
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Complete the following steps:

1. Hover over the non-configured I/0O group 1 (Figure 5-18) to get a hint about how to
configure it.

io arpl

[Clicktn add /0 Group 1 and additicnal stnragel

Y io arpi

s \_

~—— — e
21.00 GiB N - — 215.00 GiB
Allocated _h___"-———_____ o ___________-—--" Volume Capacity
N
6.20 TiB
System

Figure 5-18 IBM FlashSystem V9000 with unconfigured second building block

2. Click the empty 10 group or the empty storage enclosure to open the Welcome page of the
Add Enclosures wizard (Figure 5-19) to configure control and storage enclosure.

Add Enclosures X
&) Welcome
Welcome
Select Nades This wizard will add additional nodes and storage to your system.
Summary
© ecaiey

Figure 5-19 Add enclosure wizard

3. Click Next to add the storage enclosure.
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After a few minutes, the enclosure is added to the IBM FlashSystem V9000 and the Task

completed message is displayed (Figure 5-20).

Adding storage enclosures

y" Task completed.

v View more details

Task started.

Bunning command:

gvctask chenclosure -managed yes 2

The storage enclosure has been added toc the system.
The task is 100% complete.

Fetting totals.

Synchronizing memory cache._

Task completed.

| Close™ [y weeE

100%

Figure 5-20 Adding storage enclosures

Now only the storage enclosure is added. Click Close to select nodes to add to the new
I/O group, which by default is numbered with the next higher number. The first I/O group
was named io_grp0, and io_grpl is being added. IBM FlashSystem V9000 supports up to

four 1/0 groups.

Figure 5-21 shows the Add Enclosures wizard where the new nodes are automatically

selected. Click Next.

Add Enclosures

) Welcome
Select the nodes to add to the /0 groups.

*) Select Nodes

© neea i =

IO Group 0: node_75AMT7 30 b

Summary node 75AMTI0 3
IO Group 1: [ node_m61Y001
[node_m62P00A

L

Cancel

Figure 5-21 Verify node names and add enclosures
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6. A summary is displayed (Figure 5-22). It shows that one new I/O group with two nodes are
being added. The capacity field shows zero bytes being added. Capacity will be added
later through the MDisks by Pools menu. Click Finish.

Add Enclosures X

) Welcome

Summary

) Select Nodes .
Expansion Enclosure

Capacity: 0 bytes
@ Summary Flash modules: 0

Control Enclosure

/0 group: 1
Nodes: ME1Y001
M&2PO0A

© et e e

Figure 5-22 Summary for adding 10 group and storage enclosure

7. After a few minutes the array initialization task finishes. Click Close in the Task Completed
window (Figure 5-23).

v Task completed. 100%

¥ View more details

avcinfo lsarrayinitprogress —delim , 1 11:43 AM

Initializing array — 71% completed. 11:43 EM
Bunning command: 11:-43 AM
avcinfo lsarrayinitprogress —delim , 1
Initializing array — 95% completed.

Bunning command:

gycinfo lsarrayinitprogress —delim , 1
Initializing array — 100% completed.
Synchronizing memory cache.

The task ia 100% complete.

Task completed.

R

Figure 5-23 Task completed after adding control and storage enclosures
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When the task is completed, the Add Enclosure wizard finishes by indicating that the new
MDisk must be added through the MDisks by Pools page (Figure 5-24).

Add Enclosure X

@ Adding storage completed.

Use the MDisks by Pools page to configure the new storage.

| Close

Figure 5-24 Adding enclosure completed

8. Either click MDisks by Pools or click Close and then navigate to Pools — MDisks by
Pools, which now shows that the new MDisk is unassigned (Figure 5-25).

| + Create Pool | i= Actions | . Filter

&  Unassigned MDisks (0) [’ y
‘ mdisk1 v Online 3.75TiB
&  mdiskarp0 ¢ Online ) « ) 21.00 GiB/6.24 TiB (0%)

Figure 5-25 New MDisk is unassigned

Before deciding whether to create a single or multiple storage pools, carefully evaluate
which option best fits your solution needs, considering data availability and recovery
management.

In the next example, an additional storage pool for the new MDisk is created. The new
MDisk could also have been added to the existing storage pool.

9. Next, the Create Pool wizard opens (Figure 5-26). Select the extent size or accept the
default of 1 GiB. Type a name for the new pool, which in this example is mdiskgrpl.
Then, click Create.

Create Pool X
Name: f-mdiskgrm
Extent size:; [ 1.00GiB ~ |

Maximum addressable capacity: 4.00 PiB

Encryption: Enable

Figure 5-26 Create Pool
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The Create Pool wizard creates an empty storage pool. The Task completed message is
displayed (Figure 5-27). Click Close.

Create Pool mdiskgrp1

v~ Task completed. 100%

* View more details

Task started. ¥1:=5
Create Pool mdiskgrpl 11:-5

Bunning command:

svctask mkmdiskgrp —easytier auto —encrypt no —ext 1024 11:54 BEM
—guiid 0 —name mdiskgrpl —-warning 80%
The pool (ID 1) was successfully created. 11:54 EM
Synchronizing memory cache. 11:54 BEM
The task iz 100% complete. 4

4

Task completed.

|

Figure 5-27 The new pool is created

An empty storage pool is now available for the new MDisk (Figure 5-28).

~

|. 4 Create Pool | i= Actions | C. Filter .

Name | FCapaciy

- SEF Unassigned MDisks (0) ]
a mdisk1 v Online 3.75TiB
D P mdiskgrpo [ — T — ) 21.00 GiB16.24 TiB (0%)
'@ mdiskarp1 [ Ho Storage. ) Add Storage

Figure 5-28 New MDisk is unassigned

10.Either click Add Storage to the right of mdiskgrp1l or right-click the unassigned MDisk and
click Assign.
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11.The Assign Storage to Pool wizard starts (Figure 5-29). Click Internal Flash, select the
available MDisk and then click Assign.

Assign Storage to Pool mdiskgrp1 X

-

Internal Int | Internal
nterna

Flash Custom

Select an array:

| mdiski | 375TiE

Name State Size |

v| All MDisks (3.75 TiB)
mdiskarp1 capacity: 3.75TiB
v| mdisk1 v Online 3.75TiB

Figure 5-29 Assign storage to mdiskgrp1

12.Figure 5-30 shows that the wizard added the new MDisk to MDisk pool mdiskgrpl. Click
Close to complete the wizard.

Assign MDisks to Pool

v" Task completed. 100%

¥ View more details

Task started.

Bunning command:

avetask chmdisk -tier gsd 1

Assigning MDisks (mdiskl) te pocol mdiskgrpl
Bunning command :

avctask addmdisk -mdisk 1 mdiskgrpl
Synchronizing memory cache.

The task is 100% complete.

Task completed.

JTC=CSN R R—

Figure 5-30 The new MDisk is added to the new pool
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The new MDisk is now included in MDisk pool mdiskgrpl (Figure 5-31). Adding new storage is

completed.
| 4 Create Pool | i= Actions | O\ Filter
“Name ate apaci 1S
&3  Unassigned MDisks (0) )
o 4P mdiskgrp0 " Onling D « ) 21.00 GIB [ 6.24 TiB (0%)
a mdisk0 v Online 624 TiB
<& mdiskgrp (- Dnline. D < ) 0bytes [ 3.75 TiB (0%)
@ mdisk1 v Online 375 TiB

Figure 5-31 Adding new storage has completed

GUI after adding the extra building block
From the GUI home window you now see the added control enclosures and the added
storage enclosure (Figure 5-32). The capacity indicated has increased with the value of the

added storage capacity.

= io arp0
-/, : Added storage enclosure
21.00 GiB ééﬁmem%sms ___———f":,%m.oo GiB
Allocated e _____———*"F Volume Capacity
S— S
10.00 TiB
System

Figure 5-32 IBM FlashSystem V9000 scale out configuration

Note: You might have to refresh the web-browser to see the new capacity values.
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Figure 5-33 shows details of the IBM FlashSystem V9000 when you hover over the
components.

Name:
State:

Product name

node_75AM710
¥ Online
FlashSystem V3000

/

Name:
State:

Product name:

node_M&2P00A
¥ Online
FlashSystem VS000

21.00 GiB

Allocated

- 7

io arp0

-~ 215.00 GiB

N
10.00 TiB

System

Enclosure ID:

2

State: v Online

Flash Modules:
SIN:
Part Humber:

6
1321245
000H521

Volume Capacity

Figure 5-33 Hovering over the components

Click the added enclosure to review the installed disks (Figure 5-34).

node_ME2P00A Online

Figure 5-34 ACS3 control enclosure frontside

Click the arrow to spin the enclosure in order to view the components at the rear side
(Figure 5-35).

b |

y

J‘l ili.

node_M62P00A

DR -‘l"m?:*

Online

Figure 5-35 AC3 control enclosure rear side
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5.6 Adding an IBM FlashSystem V9000 expansion enclosure

This section gives an example of adding an IBM FlashSystem V9000 expansion enclosure
(12F or 24F) to a scalable building block with two building blocks. The expansion enclosure
is added to the second building block, which has AC3 controller nodes.

Figure 5-36 shows a scalable building block with two building blocks before adding an extra
IBM FlashSystem V9000 expansion enclosure.

io arpd

Figure 5-36 Two building blocks before adding an IBM FlashSystem V9000 expansion enclosure

To add an IBM FlashSystem V9000 expansion enclosure (12F or 24F), complete these steps.

1. Install the hardware:

SAS Enclosure Attach adapter for both AC3 control enclosures in the building block.
One or more expansion enclosures: Install the new enclosures in the rack.

SAS cables: Connect the SAS cables to both nodes at the AC3 control enclosures.
Power cables: Connect the expansion enclosures to power.

Note: To support the IBM FlashSystem V9000 expansion enclosures, an AH13 - SAS
Enclosure Attach adapter card must be installed in expansion slot 2 of each AC3 control
enclosure in the building block.

2. Power on the IBM FlashSystem V9000 expansion enclosure. Wait for the system LEDs to
turn green. If any LEDs are yellow, troubleshoot the issue before proceeding.

3. Hover over the empty IBM FlashSystem V9000 expansion enclosure frame; the Click to
add additional storage message is displayed (Figure 5-37 on page 203). Click the
unassigned expansion enclosure and follow the instructions in the Add Enclosure wizard.
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[Click to add additional stnrage} o

-

215.00 GiB

Volume Capacity

21.00 GiB

Allocated

10.00 TiB

System

Figure 5-37 Click the unassigned expansion enclosure

Figure 5-38 shows the Add SAS Enclosures wizard and where the unassigned expansion
enclosure is displayed with model, type and serial number. The new disk shelf is online
and will be assigned an ID of 3. Click Add.

Add SAS Enclosures

The following expansion enclosure will be added to the system.

3 ¥ Online 9346-24F 7834875

e ]

© tesaiep i

Figure 5-38 Unassigned expansion enclosures to be added
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Figure 5-39 shows the Task Completed message and the command that was used to
assign the new enclosure.

Change Enclosure Properties

v Task completed. 100%

* View more details

Task started.

Bunning command:

ayctask chenclosure -managed yea 3
The task iz 100% complete.

Synchronizing memory cache.

Task completed.

| Close | = CameET™

Figure 5-39 Command to assign enclosure is running

When the enclosure is assigned to the system the device is now managed. Disks in the
new enclosure appear when you select Pools — Internal Storage (Figure 5-40). The
disks are unused and ready to be used in the system.

Drive Class Filter L%
= 558.41 GiB, Enterprise
= % J
All Internal .
Capacity MDisk Capacity 0 bytes
Allocation
Spare Capacity 0 bytes
= = o Total Capaci 9.82TiB
& 558.41 GiB, Enterprise pacity.
& J| = ons g 18
= < = ¥
959.99 GiB, Flashcard }
14 558.41 GiB Unused v Online 3 22 =
15 5658.41 Gi8 Unused « Online 3 15
ﬁ 1.04 TiB, Flashcard 16 55841 Gi#  Unused ¥ Online 3 21
17 556.41 GiB Unused v Online 3 20
18 558.41 GiB Unused v' Online 3 23
19 5658.41 Gi8 Unused « Online 3 1%
20 566,41 GiB  Unused v Online 3 9
Fal 556.41 GiB Unused v Online 3 12 =
22 558.41 GiB Unused v Online 3 13
23 5658.41 Gi8 Unused v Online 3 "
24 558.41 GiB  Unused v Online 3 8
25 556.41 GiB Unused v Online 3 19
26 558.41 GiB  Unused v Online 3 7
27 5658.41 Gi8 Unused v Online 3 L
28 566,41 GiB  Unused v Online 3 14 i
9 556.41 GiB Unused v Online 3 24
I rrm s s oo s el - = :

Figure 5-40 Internal storage: new disks are unused
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4. Navigate to Pools — MDisks by Pools.

The system recognizes that the new disks are unused and suggests to include them in the
configuration (Figure 5-41). Click Yes.

Info

e

You have 18 unused drives. Would you like to include them in
your RAID configuration?

Figure 5-41 Include new disks

Figure 5-42 shows the CLI commands to include the new disks in the configuration. Disks
now have the status of candidate.

v~ Task completed.

¥ View more details

avetask chdriwve
The task iz 88%

avetask chdrive
The task iz 54%

avetask chdriwve

Tazsk completed.

Bunning command :

Bunning command :

Bunning command:

Mark 18 drives as candidate

—use candidate 18

complete.

-use candidate Z1

complete.

—use candidate 30

Synchronizing memory cache._

The task is 100% complete.

e [—

L

W

W

W

100%

W m W m

RIORD R R R

R ORI ORI ORI

Womm

Figure 5-42 CLI executes and drives are now candidate drives
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5. In the MDisks by Pools menu, you must now decide to either expand an existing MDisk
pool or create a new pool. The next example takes advantage of the Easy Tier function
and therefore expanding the existing pool mdiskgrp0 is chosen.

Figure 5-43 shows that 18 drives are available for storage pools.

[ + Create Pool | i= Actions | O Filter ™~

Siate Capacity
&7  Unassigned MDisks (0) @ >
© SEF mdiskgrp0 [ Online. ) & 3 21.00 GiB/9.99 TiB (%)
@ mdisko v Online 6.24TiB
‘ mdisk1 v Online 3.75TiB

Enterprise
9.82TiB

S

18 Drives

Available drives

Figure 5-43 18 drives are available for storage pools

Because you are about to mix flash and SAS drives in a single storage pool, a good
practice is to name the MDisks to reflect in which storage or expansion enclosure they are
located. Right-click the MDisk and click Rename (Figure 5-44).

|. + Create Pool | i= Actions | C. Filter |
Name State Capacity
'@ u“aESig“ed "“:NSRS {U} —
'@' mdiskgrp0 S o 7117, T: N S —
W mdisk0 “—‘Jt:e 6.24 TiB
§  mdiski e 3.75TiB
Rename I}
Delete
Dependent Volumes
Drives
Properties

Figure 5-44 Rename the MDisks
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Rename the existing MDisks to mdisk0-FLASH1 and mdisk1-FLASH2 to indicate that these
MDisks come from flash storage. The final result is shown in Figure 5-45.

4 Create Pool | i= Actions | O Filter g 1 MDisk
Capacity
<%  Unassigned MDisks (0) ['s »)

| © P  mdiskgrpo [T T— D 21.00 GiB /9.98 TiB (0%)
i @ mdisk0-FLASH1 v Online 6.24TiB
| @ mdisk1-FLASH2 v Online 3.75TiB
|

Enterprize

9,52 TiB

18 Drives

Figure 5-45 Existing MDisks renamed to reflect their type

6. Assign the new disks to the MDisk pool mdiskgrp0. Right-click the storage pool and click
Add Storage (Figure 5-46).

4 Create Pool | i= Actions | ©\. Filter .
Capacity
&5  Unassigned MDisks (0) Y
S @ mdiskarpQ —* - R E AT ]
t mdisk0O-FLASH1 Create Child Pool 6.24 TiB
t mdisk1-FLASH2 3.75TiB
Rename
Modify Threshold

Add Storage h
Quorum 3

Properties

Figure 5-46 Add storage to the MDisk pool
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The Assign Storage to Pool wizard opens (Figure 5-47). You can choose disks from
Internal or Internal Custom. Selecting Internal disks provides only one single default
option for configuring RAID and spares. Selecting Internal Custom gives more choices
where all available RAID and Distributed RAID (DRAID) can be selected and where stripe
width and number of spares can also be configured.

Select Distributed RAID-6 with 2 spares and click Assign.

Assign Storage to Pool mdiskgrp0 X
Internal ey i Internal
Flash dta Custom

Drive Assignment

Drive Class: | 558.41 GiB Enterprise 10K

Drives: D 18

RAID: - Spares: - Stripe width:  Array width:  Size:
Distributed RAID-6 [ 2] i |12 18 7.23TiB

Pool mdiskgrp0 capacity: 17.21 TiB @

rsan [ Cancel |

Figure 5-47 Assign disks with RAID-6 and two spares

208 Introducing and Implementing IBM FlashSystem V9000



The Task completed message is displayed (Figure 5-48).

Create RAID Arrays

y" Task completed.

¥ View more details

Task stzarted.

Creating 1 arrays
Searching for quorum disks.
Bunning command:

svctask mkdistributedarray —driwveclass § —drivecount

—level raidé -rebuildareas 2 —-strip 256 —stripewidth
Succesafully created BAID array (ID 1&)
Synchronizing memory cache.

The task ia 100% complete.

Task completed.

]

=380
=38
:38
=38
13 5:28
12 mdiskgrpl
=38
=38
:38
z38

W omow

W

W

100%

M
M
AM
M
A

M
AM
oM
AM

Figure 5-48 Task completed: The new MDisk is created

Just as you renamed the MDisks coming from flash storage, you also rename the MDisk

coming from SAS storage (Figure 5-49).

4 Create Pool | i= Actions | C. Filter
@ Unassigned MDisks (0) —
© P  mdiskgrpd e Online ) T
‘ mdizsk0-FLASH1 v Online 6.24 TiB
‘ mdizsk1-FLASH2 v Online 375 TiB
W mdisko r 7.23TiB
Rename k
Delete
Dependent Volumes
Drives
Properties

Figure 5-49 Rename the SAS MDisk
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The new name should reflect the disk types within the storage pool. Enter the new name
mdisk3-SAS10K-3 (Figure 5-50) and then click Rename to continue.

Rename MDisk mdisk0 X

Enter new name:

[ ndisk3-SAS10K-3

“Rorame [l Goncol |

Figure 5-50 Enter new name

7. Check the tiering level. Tiering level is automatically determined by IBM Easy Tier and can
be changed only by using CLI commands. Easy Tier operates with three levels, or tiers,
with Version 7.7 of IBM FlashSystem V9000 software: flash, enterprise, and nearline.

Easy Tier can manage five types of drives in up to three tiers within a managed pool:

— Tier O or flash tier: Flash cards and flash drives (SSD). This tier is the highest
performance drive class that is currently available.

— Tier 1 or enterprise tier: 10K RPM or 15K RPM SAS disk drives. This tier is the
high-performance drive class.

— Tier 2 or nearline tier: 7.2K RPM nearline disk drives. This tier is the low-cost, large
capacity, storage drive class.

Note: Starting with IBM FlashSystem V9000 Version 7.8, an additional tier of flash
storage is provided to differentiate tier O flash from tier 1 flash. See 3.2.1 IBM Easy Tier
for more information.

To check the tier levels, right-click the blue bar at the top of the MDisks by Pools window
and select Tier. The resulting MDisks and tier levels are shown in Figure 5-51.

| # Create Pool | i= Actions | O Filter = |
(I
=5 - . D
=4 Unassigned MDisks (0) £ )
| vl State
<7  mdiskarp0 [+ Dnline. ) @ v| Capacity ‘
Image
@ mdisko-FLASH1 v Online 6.24 TiB Flash
| [+ Tier
@ mdiski-FLASH2 v Online 375 TiB Flash
@ mdisk3-SAS10K-3 v Online 7.23TiB Enterprise Pesiuphcaon

Storage System - LUN
Site
uip

Quorum Index

Restore Default View

Figure 5-51 MDisks and tiers
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Note: Version 7.8 of IBM FlashSystem V9000 introduces an extra tier level supporting
read-intensive solid-state drives (Rl SSD). These are the new tiering levels:

» TierO - Flash tier (MicroLatency flash modules)
» Tierl - SSD tier (new) (SSD drives)

» Tier2 - HDD tier (SAS disk drives)

» Tier3 - nearline tier (NL-SAS disk drives)

GUI after adding the expansion enclosure
The IBM FlashSystem V9000 home window (Figure 5-52) now shows the added enclosure.

= io arpd
/)
2 o
Added expansion enclosure -

Figure 5-52 The added expansion enclosure appears on the GUI

Click the added enclosure to review the installed disks (Figure 5-53).

T )
il

expansion-3 Online _

Figure 5-53 SAS enclosure front
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Click the arrow to spin the enclosure to view components at the rear side (Figure 5-54).

expansion-3 ' Online

Figure 5-54 SAS enclosure rear side

5.7 Planning

See the following areas of this book:

» Chapter 4, “Planning” on page 135 describes details for planning the set up of a scaled
IBM FlashSystem V9000.

» Appendix A, “Guidelines: Port utilization in an IBM FlashSystem V9000 scalable
environment” on page 657 provides examples and guidelines for configuring port
utilization and zoning to optimize performance and properly isolate the types of Fibre
Channel traffic.

Guidelines are provided for two suggested methods of port utilization in an IBM
FlashSystem V9000 scalable environment, dependent on customer requirements:

— IBM FlashSystem V9000 port utilization for infrastructure savings

This method reduces the number of required Fibre Channel ports attached to the
customer’s fabrics. This method provides high performance and low latency, but
performance might be port-limited for certain configurations. Intra-cluster
communication and AE2 storage traffic occur over the internal switches.

— IBM FlashSystem V9000 port utilization for performance

This method uses more customer switch ports to improve performance for certain
configurations. Only ports that are designated for intra-cluster communication are
attached to private internal switches. The private internal switches are optional and all
ports can be attached to customer switches.

5.8 Installing

Chapter 6, “Installation and configuration” on page 231 includes details of how to install and
configure IBM FlashSystem V9000. It describes the tasks that are done by the IBM Service
Support Representative or IBM lab-based services to set up the system and the follow-on
task done by the customer.
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5.9 Operations

The IBM FlashSystem V9000 GUI is the focal point for operating the system. You need only
one GUI to create volumes and hosts, and map the volumes to the host.

This section shows how to add an AIX host to 1/0 group 0 and I/O group 1. A Red Hat
Enterprise Linux host will be added to 1/O group 1. This section provides an example of host
and volume creation for a scaled IBM FlashSystem V9000.

For information about host and volume creation, see Chapter 8, “Using IBM FlashSystem
V9000~ on page 321.

Complete the following steps:

1. In the GUI, select Hosts and click Add Hosts.

2. The Add Host wizard opens (Figure 5-55). Click Fibre Channel to add the AIX host.

Add Host X
Host connections: 2) Fibre Channel
iSCSI
Name:
Host port (WWPN): C
p Advanced

Figure 5-55 Add host wizard

3. The fields to set the new host are displayed (Figure 5-56). Provide a name for the host and
select the host port WWPN. Use the default for the host type unless you have other
requirements. Select io_grp0 and io_grp1. Click Add to create the host.

Add Host X
Host connections: Fibre Channel
iSCSI
Name: AX_1
Host port (WWPN): 10000000C9BE3684 P=
10000000C9B83685 c PI=
Host type: Generic
'O groups: ._io_tlrpﬂ.io_qrm
All
v| io_grp0
v| io_grp1
io_grp2
l io_grp3

Figure 5-56 Add AlX host to two I/O groups
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4. To add a Redhat host, restart the wizard and add the Redhat information. Figure 5-57
shows adding a host only for I/0O group 1. Click Add to create the Redhat host.

Add Host X
Host connections: (@) Fibre Channel
() iSCSI
Name: [Rednat |
Host port (WWWEHN): [100[]0090FA021A12 v] @6
|:10[J[]0090FA021A3E c v] @E
Host type: | Generic o |
/0 groups: .io_qrp1 -1
] Al
] io_grp0
[v| io_grp1
] io_grp2
] io_grp3

Figure 5-57 Add RedHat host to only I/O group 1

The hosts are now created and available to the number of I/O groups (Figure 5-58).

[ # Add Host ; i= Actions | OLFilter | [B] ™~

"Name " '[HostType  |#of Ports | Host Mappings | #
2 No

AIX_1 v Online Generic 2
AlX_2 v Online Generic 2 No 2
ALX_3 v Online Generic 2 No 2
ALK _4 v Online Generic 2 No 2
Redhat v Online Generic 2 No 1

Figure 5-58 Hosts and number of I/O groups
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5. The next step is to create volumes for the hosts. Click Create Volumes in the Volumes
menu and click Custom. Provide a name for the volumes, and enter the capacity and
number of volumes. Create four volumes for the AIX host (Figure 5-59).

Create Volumes x
Quick Volume Creation Advanced
P -
L B - 1 “m
Basic Mirrored Custom

Volume Details

Quantity: Capacity: Capacity savings: Hame:

|4 =N 100|| GiB | | Hone | A Il o|-| 3| &

Volume Location

Thin Provisioning

Compressed

General

Summary

@ Need Help “Create and Map to Host

Figure 5-59 Create 4 volumes

6. After you enter the volume detail data, click Volume Location.

7. Volumes are presented to the host by one 1/O group. A cluster with two or more 1/0 groups
will, by default, automatically balance the volumes over all I/O groups. The AIX host can
access both I/0 groups in this example setup. Therefore, the volumes for the AIX host can
be auto-balanced over the two I/O groups. This is the default setup, as shown in Figure
5-60. Click Create to create the four volumes.

Create Volumes x
Quick Volume Creation Advanced
e ~—
Basic Mirrored Custom

Volume Details

Volume Location

Pool: [ mdiskgrpo | =
Caching IO group: Preferred node: Accessible I'0 groups: ‘E
| Automaric | | Automatic =| | Only the caching 1O group - |

Thin Provisioning

Compressed

General

Summary

@ Need Help Create and Map to Host

Figure 5-60 Default volume location settings
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Note: By default, volume format is always on in custom and non custom mode. By
selecting custom mode in the Create Volumes wizard, you can deselect Format
volume on the General tab. Volume format can take a long time and might not be
needed.

8. The volume information shows four AlX volumes distributed over both 1/0 groups. The
header in the next figure was altered to show preferred node ID and caching I/O group.
The caching I/O group presents the volume to the host, as shown in Figure 5-61.

| + Create Volumes | i= Actions | 2. Filter
» State Ca
ALX_D v" Online 100.00 GiB mdiskgrp0 2 1] io_grpl
A1 v Online 100.00 GiB mdiskgrp0 10 1 io_grpi
AlX_2 v Online 100.00 GiB  mdiskgrp0 1 (1] io_grpl
AlX_3 v Online 100.00 GiB  mdiskgrpd 9 1 io_grp1

Figure 5-61 Volumes and caching I/O group

Note: The Preferred Node ID in the example in Figure 5-61 shows IDs 1,2,9 and 10. In
an actual customer environment where a building block is being added, the node IDs
are assigned the next higher number which, in this example, would be 3 and 4. The
example shows numbers 9 and 10 due to several additions and removals of I/O groups
in our test environment.

9. The next step creates volumes for the Red Hat host (RedHat). The Redhat host is attached
to only I/O group 1 and therefore on the Volume Location tab, the caching I/O group is set
to io_grpl (Figure 5-62). Click Create to create the volumes.

Create Volumes X
v # WNE t
Basic Mirrored Custom
Volume Location
Pool: mdiskgrp0
Caching 'O group: Preferred node: Accessible I'0 groups: B
(10 gm1 | | [Awomatic [ only the caching 10 group L

Figure 5-62 Limiting access to I/O group 1
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10.The volume information shows that the four added Redhat volumes are presented by 1/0
group 1 to the host (Figure 5-63).

[ + Create Volumes 1- i= Actions | O\ Filter
. Ctate Capacii
ALK_0 v Online 100.00 GiB  mdiskgrpd 2 o io_grpd
AlIX_1 v Online 100.00 GiB mdiskgrp0 10 1 io_grp1
AlK_2 v Online 100.00 GiB mdiskgrpd 1 o io_grp0
AIX_3 v Online 100.00 GiB  mdiskgrpd 9 1 io_grp1
Redhat_0 v Online 200.00 GiB  mdiskgrpl 10 1 io_grp1
Redhat_1 v Online 200.00 GiB  mdiskgrp0 9 1 io_grp1
Redhat_2 v Online 200,00 GiB mdiskgrp0 10 1 io_grp1
Redhat_3 v Online 200.00 GiB mdiskgrpd 9 1 io_grp1

Figure 5-63 Volumes and caching I/O group

Move unmapped volumes to another I/O group

If there is a need to move a host and its volumes from one 1/O group to another, this can be
completed with volumes mapped to the host or with unmapped volumes. To move unmapped
volumes complete the following steps:

1. From the Hosts menu, right-click a host (Figure 5-64) and click Properties. Then, click
Show Details.

Host Details: Redhat

Mapped Violumes | Port Definitions

Host Name Redhat
Host ID 4
Status v Onling
Host Type Generic
# of FC Ports 2
# of iSCSI Ports 0
# of SAS Ports 0

| L0 Group io_grp1

iSC 5l CHAP Secret

Edit

L Close
Figure 5-64 Show hosts properties with detailed view

The host is enabled only for I/0 group 1, and you must enable it for I/O group 0 also.
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2. Click Edit and then select the I/O group (Figure 5-65) that the host and volumes are to be
migrated to. The host is going to be available to I/O group 0 and 1/O group 1. Click Save.

Host Details: Redhat

# of i5CSl Ports

#of 5A35 Ports

Overview | Mapped Volumes | Port Definitions

Host Name | Redhat
Host 1D 4

Status v Onling
Host Type Generic
# of FC Ports 2z

o

o

| U0 Group

v| io_grpd [v| io_grpl

io_grp2

io_grp3

iSC5I CHAP Secret

Save

" Cancel |

& Show Details

—

Figure 5-65 Edit details: select additional I/O group

3. From the Volumes menu, select the volumes to be moved to the other I/O group. Either
right-click or click the Actions menu and select Modify I/O Group (Figure 5-66).

|. + Create Volumes |[ = Acﬁons][ O Filter—
N Rename...

Unmap All Hosts...

Modify /O Group...

Space Savings

Migrate to Another Pool...

AlX_0 Map to Host... 2 1] io_grpd
A1 10 1 io_grp1
AlX_2 1 (1] io_grp0
AlX_3 9 1 io_grp1
Redhat_0 Modify Capacity Savings... = . =
Redhat_1 Modify Mirror Sync Rate... 9 1 Yo
Redhat_2 Cache Mode... 10 1 io_grp1
Redhat_3 9 1 io_grp1

Figure 5-66 Modify I/O group
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4. The Move Volumes to a New I/O Group wizard opens (Figure 5-67). Select the new 1/O
group and click Move.

Move Volumes to a New 'O Group X
New 1/0 Group | jo_grpo
Preferred Hode | Automatic

) WG] gy CaRceT™

Figure 5-67 Move I/O group

The volumes are moved to I/O group 0 (Figure 5-68).

| + Create Volumes | = Actions | O- Filter
State
AIX_0 v Online 100.00 GiB mdiskgrp0 2 o io_grp0
AlX_1 v Online 100.00 GiB mdiskgrp0 10 1 io_grp1
AlX_2 v Online 100.00 GiB mdiskgrp0 1 o io_grpl
AlX_3 v Online 100.00 GiB  mdiskgrp0 9 1 io_grpi
Redhat_0 v* Online 200.00 GiB  mdizkgrp0 1 o io_grp0
Redhat_1 v Online 200.00 GiB  mdiskgrpd 2 o io_grpl
Redhat_2 v Online 200.00 GiB  mdiskgrp0 1 o io_grpl
Redhat_3 v* Online 200.00 GiB mdiskgrp0 2 0 io_grp0

Figure 5-68 Volumes now appear in the other I/O group
The host can now be deselected from I/O group 1 or it can be left as is from the Hosts menu.

Move mapped volumes to another I/O group

Moving host-mapped volumes requires more attention from you, because the hosts have to
discover new paths and they have to remove the old paths, while at the same time host
access to its volumes must remain uninterrupted.

The following example moves the four Red Hat volumes back to 1/0 group 1 from 1/O group 0.

To move host-mapped volumes, complete the following steps:

1. From the Volumes menu select the volumes to be moved to another I/O group, right-click
and select Modify 1/0 Group. The Move Volumes to New I/O Group wizard opens
(Figure 5-69 on page 220).
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Move Volumes to a New 1D Group X

-~
& Welcome Walcomes

18] Group and Mode This wizard will guide you in moving volumes from ene or more VO groups to a different VO group. You
will need to issue commands on the hosts the volumes are mapped to.

Remove Old Paths

Summary

e il

e (B el |

Figure 5-69 Move Volumes to a New I/O Group wizard

In this example, you allow only the Red Hat host to access I/O group 0 and 1/O group 1 so
only I/0O group 1 is a candidate. Select the new 1/O group and click Apply and Next
(Figure 5-70).

Move Volumes to a New /0 Group x

& Welcome Select a New /O Group and Preferred Node

Clicking Apply and Next moves the volumes and makes them accessible from both their current VO

~
U o Group and Hode group and the 'O group selected below.

+ New Group

Detect New Paths - | io_grp1 ; |
Remove Old Paths Preferred Node| Automatic - |
Summary

e
@ Need Help « Back Apply and Next » Cancel

Figure 5-70 Select new I/O group
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CLI commands execute and then the Task completed message is displayed (Figure 5-71).

Move to New IO Group and Update Access

v~ Task completed. 100%

¥ View more details

The task iz 75% complete.

Fh
-

2dding new I/0 group acceas, wvolume 4 o
Bunning command:

svctask addvdiskacceas -iogrp io grpl 7
The task is 87% complete.

Mowing to new IS0 group, volume 4 of 4
Bunning command:

svctask movevdisk -iegrp io grpl 7

The task is 100% complete.

Synchronizing memory cache.

Task completed.

| Close ™ | ECEr

Figure 5-71 Task completed

3. The system now maps the volumes to the new I/O group while, at the same time, keeping
them in the first I/O group. The host now has to discover the new paths, so you must
perform path discovery from the host side before continuing to make sure that the host has
appropriate access to its volumes on the new paths. After new paths are detected, click
Apply and Next (Figure 5-72).

Move Volumes to a New L0 Group X

@ Walcas Detect New Paths

@ 1o Group and Node @ The volumes are now accessible from both their old VO group and ic_gred (new).

v New Group
=+ Detect New Paths

Paths to the new VO group need to be detected by the following hosts. For instructions, click on Need
Help.

Remove Old Paths

Redhat Redhat_1 600507 680C8B000DTDE00000000000037
Summary Redhat Redhat_3 600507 650CEE000DTDE00000000000039
Redhat Redhat_0 600507 650CEB00DTDE00000000000056
Redhat Redhat_2 600507 680C8B000T DE00000000000038
4| m "L

Clicking Apply and Next makes the volumes inaccesszible from their old VO group. Hosts will onty be
able to access the volumes through io_grpd (new).

A

— [ wooanarierc» | Carce |

Figure 5-72 Detect new paths

4. When you confirm that hosts discovered all new paths for the volumes, the Move Volumes
to a New I/O Group wizard removes access to the first I/O group and thereby also removes
all paths to it. Click Next to remove the old paths (Figure 5-73).
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Move Volumes to a New /0 Group x

& Welcome Volumes Removed from the old I/O Groups

@ 110 Gr{)up and Node The volumes have been removed from their old V'O greups and are now only accessible
through io_gret (new).

(2) Remove Old Paths HostName & |Volume Name "[Volume UID 1)

Redhat Redhat_1 B00507650C3BO0ODTDS00000000000037
Summary Redhat Redhat_3 600507680C3B00D7DE00000000000039
Redhat Redhat_0 600507680C5B00D7DE00000000000036
Redhat Redhat_2 G00507650CEB00DTDE00000000000035
' 1 | »

Hosts can no longer access the volumes through the original 'O groups. The hosts might still have
records of the paths to the old 'O groups and these should be removed. For instructions, click on Need
Help.

e

© e (|

Figure 5-73 Old paths are removed

5. Review the summary and click Finish (Figure 5-74).

Move Volumes to a New 10 Group x

& Welcome Summary

@ Vo Group and Node 4 volumes have been moved from their old V'O groups to io_grpd (new).
) Remove Old Paths

@ Summary

e

Figure 5-74 Finish Move Volumes to a new I/O Group wizard
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The volumes are now moved back to I/0 group 1 (Figure 5-75).

! ¥ Create Volumes | i= Actions | ©. Filter
AlX 0 v Online 100.00 GiB  mdiskgrp0 2 o io_grpl
AlX_1 v Online 100.00 GiB mdiskgrp0 10 1 io_grp1
AlX 2 v Online 100.00 GiB mdiskgrp0 1 o io_grpl
AlX_3 v Online 100.00 GiB mdiskgrp0 9 1 io_grp1
Redhat_0 v Online 200.00 GiB  mdiskgrp0 10 1 io_grpi
Redhat_1 v Online 200.00 GiB  mdiskgrp0 9 1 io_grp1
Redhat_2 v Online 200.00 GiB mdiskgrp0 10 1 io_grp1
Redhat_3 v Online 200.00 GiB mdiskgrp0 9 1 io_grp1

Figure 5-75 Volumes were moved to the new I/O group

Creating volumes, adding hosts, and mapping volumes to hosts in an IBM FlashSystem
V9000 scaled-out configuration needs careful planning of host connections with regard to the
I/O groups. This example of the AIX host and the Red Hat host demonstrates these steps.

5.10 Concurrent code load in a scaled-out system

This section demonstrates the IBM FlashSystem V9000 software update. Before you start

a system update, be sure that the system has no problems that might interfere with a
successful update. When the system uses HyperSwap volumes, make sure that all
HyperSwap relationships have a status of On11ine by running the 1srcrelationship command
or by using the GUI. Hosts must be configured with multipathing between the nodes of the
accessing I/O group or groups when using HyperSwap.

Note: The software release notes contain the current information about the update.

The update process is described in 9.5.3, “Update software” on page 455. This section
includes a brief description of the update on an IBM FlashSystem V9000 scaled out system.

Figure 5-76 on page 224 shows an IBM FlashSystem V9000 full scaled-out cluster using four
building blocks and four additional IBM FlashSystem V9000 storage enclosures (in total, eight
controller nodes and eight storage enclosures).

Chapter 5. Scalability 223



Actions [=] Overview

io_grp0

io_grp2

-
io_grp3

L /)

- /

emDRs Ca

AN
%/ N 215710

@ P T TY TR TYET A YT -
Figure 5-76 Full scaled-out and scaled-up IBM FlashSystem V9000

IBM FlashSystem V9000 update consists of three phases, with different steps for each phase:
1. Phase 1: IBM FlashSystem V9000 control enclosures:
a. Update of one controller node per I/O group, one controller at a time.

b. Pause for approximately 30 minutes for host path discovery; hosts have to reconnect to
the updated controller nodes.

c. Update of the other controller node of an 1/O group, one controller at a time.
2. Phase 2: IBM FlashSystem V9000 storage enclosures software:
a. Update of one canister per storage enclosure, all in parallel.
b. Update of the other canister of a storage enclosure, all in parallel.
3. Phase 3: IBM FlashSystem V9000 storage enclosures hardware:
a. Update batteries, flashcards, and so on.
The update takes about 2.5 hours for a cluster with one building block. You can add 10 - 15

minutes per additional node. Adding IBM FlashSystem V9000 storage enclosures does not
increase the amount of time for the update because they are all updated in parallel.
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Complete the following steps:

1. To start the concurrent code load (CCL), click Settings — System — Update System —
Update.

2. The Update System wizard opens (Figure 5-77). Provide a name for the test utility and the
update package. Use the folder buttons to select the correct file names and click Update.

Update System x

Select the files to be used for the update.

Test utility: | IBEM9846_INSTALL_upgradetest_20.3 r |
Update package: | IBM9846_INSTALL_7.7.1.1 B |
Code level: 77141

@ nesa e oo |

Figure 5-77 Update system file selection

3. You are prompted whether you want the update to be automatic or manual.
Select Automatic update (Figure 5-78) and then click Finish.

Update System

The system is ready to install update package: IBM9846 INSTALL 7.7.1.1
Select the type of update to complete:

@) Automatic update
Choose this option for a faster update.

Service Assistant Manual update

Attention: Automatic update is the preferred method for updating software.
Manual updates, if completed incorrectly, can result in data loss.

@ hecaren o |

Figure 5-78 Automatic or manual update
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After you click Finish, these steps occur:

1. The files are uploaded to IBM FlashSystem V9000. A progress bar shows the status of the
upload (Figure 5-79).

Update System x

= Uploading IBM9846_INSTALL_7.7.1.1
; . Time remaining 0:04:32 P

Q Cani

Figure 5-79 CCL upload progress bar

2. After uploading the files, the GUI shows the overall progress bar. It takes one to two
minutes after uploading the files before the overall progress status is shown. Figure 5-80
shows the information for a cluster of eight nodes and four building blocks.

- Update System
@" Date and Fime State: Updating
— Overall progress: & 2% k]
= i
i:“‘ Licensed Functions
‘ m Update System nodet Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128....
\ node2 Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128....
node3 Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128....
g Resources noded Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128....
nodes Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128....
node6 Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128....
node? Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128....
noded Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128....
System Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128....

Figure 5-80 Overall Progress

At the starting point of the update, all eight nodes and the system part, which also includes
the IBM FlashSystem V9000 enclosures, are in state Not updated. Then all eight nodes
are updated, one by one, starting with the second node of each I/O group. After one node
of every 1/0O group is updated, the update pauses for approximately 30 minutes for host
path discovery. Then, the other nodes are updated.
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3. Figure 5-81 shows the progress on the first node updating, which is node 2 in this

example.

Update System

State:
Overall progress:

Name
1

node
. node2
. noded

noded
. nodes
. nodet
. nodeT

noded
. System

Updating

Hot updated
e Updating
Hot updated
Hot updated
Hot updated
Hot updated
Hot updated
Hot updated
Hot updated

7.5.1.0 (build 118.2.1506262121000.00023505.r124....
7.5.1.0 (build 118.2.1506262121000.00023505.r124....
7.5.1.0 (build 118.2.1506262121000.00023505.r124....
7.5.1.0 (build 118.2.1506262121000.00023505.r124....
7.5.1.0 (build 118.2.1506262121000.00023505.r124....
7.5.1.0 (build 118.2.1506262121000.00023505.r124....
7.5.1.0 (build 118.2.1506262121000.00023505.r124....
7.5.1.0 (build 118.2.1506262121000.00023505.r124....
7.5.1.0 (build 118.2.1506262121000.00023505.r124....

Figure 5-81 Updating first node, the second node of the first I/O group

4. Figure 5-82 shows the progress on the second node that is updating, which is node4 in this

example.

Update System

State:
Overall progress:

node
: node2
. noded
. noded
. nodes
: nodet
. node?
. noded

System

Updating

[o—

Hot updated
v Complete
Not updated
3, Updating
Hot updated
Hot updated
Not updated
Hot updated
Hot updated

Name State Version | L)
' 1

7.5.1.0 (build 118.2.1506262121000.00023505.r128....
7.7.1.1 (build 130.16.1609081152000) 023540.r131....
7.5.1.0 (build 118.2.1506262121000.00023505.r128....
7.5.1.0 (build 118.2.1506262121000.00023505.r128....
7.5.1.0 (build 118.2.1506262121000.00023505.r128....
7.5.1.0 (build 118.2.1506262121000.00023505.r128....
7.5.1.0 (build 118.2.1506262121000.00023505.r128....
7.5.1.0 (build 118.2.1506262121000.00023505.r128....
7.5.1.0 (build 118.2.1506262121000.00023505.r128....

Figure 5-82 Second node updating (node 4)
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5. Figure 5-83 shows the progress on the fourth node that is updating, which is node8 in this
example.

Update System
State: Updating

Overall progress: —

14% J

Version
noded Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128.....
node2 v' Complete 7.7.1.1 (build 130.16.1609081152000) 023540.r131....
nodel Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128.....
noded v' Complete 7.7.1.1 (build 130.16.1609081152000) 023540.r131....
nodes Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128.....
node6 v' Complete 7.7.1.1 (build 130.16.1609081152000) 023540.r131....
node? Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128.....
noded e Updating 7.5.1.0 (build 118.2.1506262121000.00023505.r128.....
System Not updated 7.5.1.0 (build 118.2.1506262121000.00023505.r128.....

Figure 5-83 Fourth node updating, which is node 8

6. After updating half of all nodes, one node of every I/O group, the update pauses for
approximately 30 minutes for host path discovery.

After the configuration node update starts, a node failover message is displayed
(Figure 5-84).

Waming b4

A node failover has been detected. Information that is displayed
= 4 on the panel might be out of date. Do you want to refresh the
panel?

o

Figure 5-84 Node failover due to update of the configuration node
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7. After all of the IBM FlashSystem V9000 controller nodes are updated, IBM FlashSystem
V9000 storage enclosure software is updated. All IBM FlashSystem storage enclosures
are updated in parallel, that is, at the same time. First, IBM FlashSystem V9000 storage
enclosure software is updated and then all other components, such as flash modules,
batteries, and so on are updated (Figure 5-85).

Update System
State: Updating enclosure software.

Overall progress: e — 32% J

node v" Complete T.7.1.1 (build 130.16.1609081152000) )23540.r131....
node? v Complete 7.7.1.1 (build 130.16.1609081152000) 123540.r131....
noded v Complete 7.7.1.1 (build 130.16.1609081152000) 123540.r131....
noded v~ Complete 7.7.1.1 {build 130.16.1609081152000) 123540.r131....
node5s v Complete 7.7.1.1 (build 130.16.1609081152000) 023540.r134....
nodet v Complete 7.7.1.1 (build 130.16.1609081152000) 123540.r131....
node? v Complete T.7.1.1 (build 130.16.1609081152000) }23540.r131....
noded v~ Complete 7.7.1.1 {build 130.16.1609081152000) 123540.r131....
System 2'* updating 7.5.1.0 (build 118.2.1506262121000.00023505.r128....

Figure 5-85 IBM FlashSystem storage enclosure canister update

8. When the update is complete, a message indicates that IBM FlashSystem V9000 is
running the most current software (Figure 5-86).

Update System

-y
@r’ Bate: and e Current software level: Version 7.7.1.1 (build 130.16.1609081152000)
- You are running the most up-to-date software.

= Licensed Functions St

e

1] Update System

§2 o
g Resources

‘!I IP Quorum
E- 110 Groups

Figure 5-86 IBM FlashSystem V9000 running up-to-date software

All IBM FlashSystem V9000 controller nodes and storage enclosures are now updated to the
current software level. The updated GUI now has new icons for configuring IP Quorum and
NPIV.
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Installation and configuration

This chapter shows how to install and configure IBM FlashSystem V9000. The system
environmental requirements, cabling, and management are described. Installation from the
initial setup procedure through configuring the system for use is demonstrated.

This chapter includes the following topics:

Installation overview

IBM FlashSystem V9000 physical specifications
Installing the hardware

Connecting the components

Initial customer setup

vyvyVvyyvyy
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6.1

Installation overview

Installation and initial configuration of IBM FlashSystem V9000 requires the completion of

various tasks. An IBM Service Support Representative (SSR) installs a single building block
without switches. All other configuration is done by IBM lab services. An SSR is responsible
for the physical installation only. After this is done, the customer can then set up the system.

Important: The customer worksheets in 4.2.1, “Racking considerations” on page 142
must be completed before the installation because they determine the location of the
components in the rack.

6.1.1 Tasks for the IBM SSR or IBM lab-based services

232

During installation, the IBM SSR or the IBM lab-based services do the tasks described in this
section. To learn about the steps that will be performed, limitations, and requirements, see the
“Installing” topic at IBM Knowledge Center:

https://ibm.biz/BdsZrK

Hardware installation
To install the IBM FlashSystem V9000 hardware, an IBM SSR or IBM lab-based services
must complete the following tasks:

1. Install the AC2 or AC3 control enclosures and AE2 storage enclosure in the rack.

2. Connect the components as planned using Fibre Channel (FC) either in a direct attach
configuration or with FC switches for internal, and with switched fabrics for the host, the
Ethernet management switch, and to the power distribution units.

3. Connect the components, using FC with or without switches, the Ethernet management
switch, and connecting the components to the power distribution units:

— For a fixed building block installation, the SSR completes the cabling.
— For a scalable building block installation, IBM lab-based services completes the
cabling.

Note: For details about the procedure to power up IBM FlashSystem V9000, see the
topic about powering on and powering off an IBM FlashSystem V9000 building block:
https://ibm.biz/BdsZrn

Initial setup tasks

After the hardware is installed in the rack and cabled to meet the configuration you want, an
IBM SSR or IBM lab-based services conducts the initial installation and configuration by
performing the following tasks:

1. Connect a workstation to an AC2 or AC3 control enclosure technician port.

2. Configure the IBM FlashSystem V9000 clustered system with a name and management
IP address.

3. Use the web browser to go to the management IP address of the cluster, and follow the
steps of the setup wizard in the management GUI to set up call home by using information
from the customer-supplied worksheets, shown in Chapter 4, “Planning” on page 135.
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6.1.2 First customer involvement

After the IBM SSR or IBM lab-based services completes the service setup process, you log in
to the AC2 or AC3 control enclosure and complete the following tasks by using the customer
setup wizard as described in 6.5, “Initial customer setup” on page 238. The following steps
are an overview of the process:

Change the system password.

Change the system name.

Configure licensed functions.

Set the date and time.

Confirm the call home settings that the IBM SSR or IBM lab-based services entered.
Add the AE2 storage enclosure.

ook wN~

6.2 IBM FlashSystem V9000 physical specifications

The IBM FlashSystem V9000 is installed in a standard 19-inch equipment rack. The IBM
FlashSystem V9000 building block is 6U high and 19 inches wide. A standard data 42U
19-inch data center rack can be used to populate with the maximum IBM FlashSystem V9000
configuration to use up to 36U. For a description of physical dimensions, see 2.2.4, “Physical
specifications” on page 57.

6.3 Installing the hardware

The IBM SSR is responsible for physically installing IBM FlashSystem V9000.

This process involves installing the two control enclosures and the storage enclosure.
These three enclosures form a 6U building block. For a scalable building block, additional
components, such as Fibre Channel switches and an Ethernet switch are also installed.

When installed, the components of the IBM FlashSystem V9000 appear as shown in
Figure 6-1. Only an 8 or 16 Gbps Fibre Channel attachment can be used for direct attach.

N

6U

ACZ or AC3 control enclosure (2U)

E AEZ2 storage enclosure (2U)

E] ACZ or AC3 control enclosure (2U)
Figure 6-1 View of the IBM FlashSystem V9000 front panel
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6.4 Connecting the components

The AE2 storage enclosure and AC2 or AC3 control enclosures can be connected to create a
fixed building block or a scalable building block:

» The IBM SSR is responsible for connecting (cabling) the three enclosures in a fixed
building block.

» Lab-based services is responsible for cabling the AC2 or AC3 control enclosures, the AE2
storage enclosure, and the Fibre Channel switches and Ethernet switch in a scalable
building block.

For interface protocol and connection tables, see 2.1.6, “Host adapter protocol support” on
page 38.

6.4.1 Connecting the components in a fixed building block

The IBM SSR is responsible for connecting the components of a fixed building block.

To create a fixed building block:

1. Create direct links between the AE2 storage enclosure and the two AC2 or AC3 control
enclosures.

2. Create a direct link between the control enclosures.
3. Connect the hosts or external storage to the AC2 or AC3 control enclosures.

To improve performance and provide redundancy, both AC2 or AC3 control enclosures are
connected to both canisters in the AE2 storage enclosure.

Figure 6-2 illustrates the interface protocols and maximum number of connections supported
for an IBM FlashSystem V9000 fixed building block for a five-host, 16 Gbps Fibre Channel
configuration. There are also redundant cluster links between the two AC3 control enclosures.

113|14|V|(V|V]|V]|V
AC3 2[5]6 v A H[H]H
Compression | Compression

5 9 4 8 6 10 [

1({7|8|V|V[V]|V]|V
2|9(10|V|H|H|H|H
Compression | Compression

AE2

AC3

wns00108

Table 1. Fixed building block with FC host connections legend

1-10 Connections between corresponding ports within fixed building block

H Host port

Vv Variable use - host connection, cluster, external virtualization, remote mirroring
SAS SAS adapter in AC3 slot 2

Compression Compression adapter in AC3 slots 5 and 8

Figure 6-2 Fixed building block protocols and connections for 16 FC Gbps configuration using AC3
control enclosures
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Information about supported protocols and connections for IBM FlashSystem V9000 fixed
and scalable building blocks is in 2.1.6, “Host adapter protocol support” on page 38.

Note: For the fixed building block 16 Gbps configuration, you need two FC ports (AC3 to
AC3) and six FC ports (AC3 to AE2). The remaining six FC ports can be used for host or
external storage attachment.

6.4.2 Connecting the components in a scalable building block

IBM lab-based services is responsible for cabling the building block components.

Cabling involves installing the network and storage data cables that are internal to the IBM
FlashSystem V9000 scaled building blocks.

Figure 6-3 shows a conceptual view of a typical cabling example of one building block with an

added AE2 storage enclosure.

Internal Switches

[ THiE . 1
T N

Host/external storage switches

m— i

Figure 6-3 One building block and one additional AE2 storage enclosure connection

The numbers in the figure have the following meanings:

Host and external storage connections

A Redundant cluster links between the AC2 or AC3 control enclosures
Bl AC2 or AC3 control enclosures

W Fibre Channel connections to the AE2 storage enclosures

B AE2 storage enclosures
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Remember that one building block contains two AC2 or AC3 control enclosures and one AE2
storage enclosure. Your final configuration can be up to four building blocks and four
additional AE2 storage enclosures.

For internal Fibre Channel switches, a minimum of two switches are needed for redundancy
purposes on a 16 Gbps configuration and four switches for an 8 Gbps configuration (for AC2
control enclosure only). Switches that IBM suggests can be used, or any other switches can
be used with the relevant attention on the open access method that is used by the AC2 or
AC3 control enclosure to reach the AE2 storage enclosure.

Note: When using customer SAN Switches, plan carefully to ensure that optimal
performance is available to the V9000 internal communications.

Host connections to the AC2 or AC3 control enclosures can be these connections types:

» Direct/switched Fibre Channel connections (16 Gbps or 8 Gbps)
» Fibre Channel Over Ethernet or ISCSI (10 Gbps Ethernet links)

The rear view of the AC2 control enclosure is shown in Figure 6-4.

Figure 6-4 AC2 controller enclosure rear view

For more information about connecting components, see the following IBM Knowledge Center
topics:

» Connecting the components in a fixed building block (IBM SSR task):
https://ibm.biz/BdsPPt

» Connecting the components in a scalable building block (IBM lab based services task)
https://ibm.biz/BdsPPN

Comprehensive examples and configuration guidelines of the following two preferred
methods for port utilization in an IBM FlashSystem V9000 scalable environment are in
Appendix A, “Guidelines: Port utilization in an IBM FlashSystem V9000 scalable environment”
on page 657:

» IBM FlashSystem V9000 port utilization for infrastructure savings

This method reduces the number of required customer Fibre Channel ports attached to
the customer fabrics. This method provides high performance and low latency but
performance might be port limited for certain configurations. Intra-cluster communication
and AE2 storage traffic occur over the internal switches.

» IBM FlashSystem V9000 port utilization for performance

This method uses more customer switch ports to improve performance for certain
configurations. Only ports designated for intra-cluster communication are attached to
private internal switches. The private internal switches are optional and all ports can
be attached to customer switches. By following the cabling guidelines in the appendix
you can see performance improvements up to 40% for sequential reads and up to 80%
for sequential writes.
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6.4.3 Ethernet cabling

IBM lab-based services is responsible for cabling components to the Ethernet switch.

The internal connectivity Ethernet switch provides management connections for the IBM
FlashSystem V9000.

Figure 6-5 shows a typical wiring diagram for cabling the components to the Ethernet switch.

Admin 1 BB81 Controller 1
BB1 Controller 2

BEB2 Controller 1
BE2 Contraller 2

FC8W1
FC 8w 2

M
21 'II.‘.A P2 TaTanen e nalna Lol roeT L e
2 o e O D B B e DU L)

FC SW 4
FC SW3
BE4 Cantraller 2
BB4 Contraller 1

_ BE3 Conftroller 2
Admin 2 BB83 Controller 1

Figure 6-5 Ethernet switch wiring diagram

Switch port usage depends on the speed:

» If two 16 Gbps FC switches are used rather than four 8 Gbps FC switches, only two of the
four Ethernet connections for FC switches are needed.

» Redundant Ethernet management links for AC2 or AC3 control enclosures are not
necessary to protect them from management link and port failures. The AC2 or AC3
control enclosures function as a pair in an I/O group, and, if a node failure occurs, the
partner AC2 or AC3 control enclosure in the 1/0 group (or another AC2 or AC3 control
enclosure in the cluster) takes over management of the I/O group or cluster.

6.4.4 Scaling from one to two, three, or four building blocks

IBM lab-based services is responsible for the configuration tasks that are involved in scaling
from one scalable building block to two, three, or four scalable building blocks.

Before you begin
Be sure these actions are complete before you scale the environment:

» The building block components must be installed in the rack in the specified locations.
» The building block components must be cabled.
» The first scalable building block must be operational.
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Procedure
Follow this procedure to add a new building block:

1.
2.

Power on the components for the new building blocks.

Log on to the management GUI of the existing system. The system recognizes that there
are new candidate enclosures and displays a graphic that shows the new enclosures.

Place the cursor over the graphic of a new enclosure, and then click to run the wizard that
adds the new enclosure to the system.

From the networking section of the GUI, add the management IP addresses for the new
building blocks. For details, see 4.3.1, “Management IP addressing plan” on page 153.

More information about various interface setups is in Appendix A, “Guidelines: Port utilization
in an IBM FlashSystem V9000 scalable environment” on page 657.

6.5 Initial customer setup

After the service setup of the new system is complete, you can use the management GUI to
input the initial setup information.

Before you begin, be sure that you have the following information:

»

>

The cluster management IP address of the system entered by the IBM SSR

The IP address of a Network Time Protocol (NTP) server, for automated setting of date
and time

Licensed function information
The Simple Mail Transfer Protocol (SMTP) server IP address
Any email contacts you want to be added in the notification mails

6.5.1 License agreement and password change

238

This section explains how to start the customer setup wizard.

Tips: Next, you need the cluster management IP address (<management_ip_address>) that
the IBM SSR entered.

Complete the following steps:

1.

Open a supported browser and go to the following address:
http://<management ip address>

IBM SSRs will provide login information when their portion of the installation is completed,
as shown in Figure 6-6 on page 239.
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Setup Complete x

@ Service installation is complete.

Contact the customer and instruct them to log in to with
the following credentials:

Username: superuser
Password: passwOrd

| s |

Figure 6-6 SSR customer information screen

Note: IBM FlashSystem V9000 uses a self-signed certificate, which in some browsers
causes a warning message such as The certificate is only valid for xxxx. Adding
an exception will avoid this warning in the future.

2. To continue, read the IBM FlashSystem V9000 product license and click Accept
(Figure 6-7).

| FlashSystem™ V9000

Storage Management ( =)

License Agreement &

International License Agreement for Early Release of
Programs Part 1 - eral Terms BY WNLO
INSTALLING,

"ACCEPT" BU

Figure 6-7 License agreement page
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3. You can change the default password (passwOrd with a zero) in the next window
(Figure 6-8).

Flaghqutpm VQOOO

Storage Management

User name: Superuser

Mew
Password: |"‘“'" |

Confirm ”
Password: |“*“”"“‘ |

Log in [

Licensed Meersl - Property of BV Com & B Coporsion and aihards) 2013, 26 B and RashSysien am mgseed mdemats o e
BN Corporaion in the Uinked Siase, offer colniies, or o,

Figure 6-8 Superuser password change panel

6.5.2 System Setup wizard

The Welcome page opens (Figure 6-9 on page 241), which is where system setup starts.

You might need the following information (if the IBM SSR has not yet entered it):
» |P address of an NTP server
» IP address of the Single Mail Transfer Protocol server

Note: If the IBM SSR entered this information in the initial GUI, these values are displayed
and you can verify them.

You will need the following information:

» Licensed function information
» The email and contacts you want to be added to the “notification mails”
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System Setup X

&) Welcome Welcome

St The service team has configured the storage and verified that the system has been properly configured.

This wizard guides you through the remaining setup process for your system.
Licensed Functions
Date and Time

Call Home

Summary

o> e

Figure 6-9 First wizard panel, click Next

6.5.3 System name change

You can change the system name by completing the following steps:
1. Enter the name, and then click Apply and Next (Figure 6-10).

System Setup x
& Welcome System Name
& System Name Enter a name for the system:

[Cluster |

Licensed Functions

Date and Time

Call Home

Summary

[ESTEET e |
Figure 6-10 System Name change
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2. The next window displays the result of the System Name change (Figure 6-11). On error,
you can click Cancel, or Close to continue.

Modify System Properties

v’ Task completed. 100%

¥ View more details

Task started.

Running command:

svctask chsystem =-name
Synchronizing memory cache.
The task is 100% complete.
Task completed.

[~ Close T rancer
| Close | vCHTeE|

Figure 6-11 System name change completion window
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6.5.4 Licensed functions

To provide the correct values for the licensed functions (Figure 6-12), refer to the licenses
feature code that you purchased.

Note: Enter only the purchased values of licensed functions. Inaccurate licensed functions
data can compromise the IBM support response.

System Setup x
) Welcome
Licensed Functions
) System Name " . y
The features that were ordered are listed in the purchase order that was sent with the product.
* Licensed Functions
Virtualization: 0| (TiB of virtualized storage)
Date and Time Flash Copy: 0| (TiB of virtualized storage)
Call Home Remote Mirroring: 0| (TiB of virtualized storage)
Summary Real-time Compression: 0| (TiB of virtualized storage)
©, Need Help <« Back Apply and Next »

Figure 6-12 Licensed functions

6.5.5 Date and time setup

In the next step, you set the date and time. Use either of these two options:

» Enter the date and time manually.
» Synchronize the logs with all others systems using an external NTP server. This is the
preferred option. NTP is mandatory if you enable VVOL later.

Note: If during the initial setup, the IBM SSR entered any information, you can validate the
information by clicking Apply and Next.
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Depending on your date and time selection, you see two separate pages (Figure 6-13 and
Figure 6-14).

| System Setup

¥ Welcome

Date and Time
@ system Name
Select time and date settings. You can enter these settings manually or specify a

. " Network Time Protocol (NTP) server to synchronize time on the system.
() Licensed Functions

@ Date and Ti NI Server
) ate an ime

Call Home Date: 10/31/2016
Summary Time: 8:47 PM
Time Zone: (GMT+1:00) Brussels, Copenhagen, Madrid, Paris
v Use Browser Settings 10/31/16, 8:47 PM

Figure 6-13 Manual date and time setting (not the preferred selection)

| System Setup

) Welcome

Date and Time
) System Name
Select time and date settings. You can enter these settings manually or specify a

i B Network Time Protocol (NTP) server to synchronize time on the system.
(Y Licensed Functions

@ Dat s Manually (@) NTP Server
2 ate an ime

Call Home IP address: | # |

Summary Time Zone: | (GMT+1:00) Brussels, Copenhagen, Madrid, Paris v |

| = e

Figure 6-14 Date and time using an NTP server (the preferred selection)
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The next window shows the results of the date and time change (Figure 6-15). On error, you
can click Cancel, or click Close to continue.

Change Date and Time Settings

vy’ Task completed.

v View more details

The task i= 33% complete.
Setting time zone

Running command:
The task is 66% complete.

Setting date and time

Running command:

Task completed.

svctask settimezone -timezone 362

svctask setclustertime —time 103120482016
Synchronizing memory cache.
The task is 100% complete.

100%

TSI —

Figure 6-15 Date and Time change completion window

6.5.6 Call Home

Call Home is the final step. If the IBM SSR previously entered the system location and the
email server, validate the data and alter the values if not correct:

1. Validate or enter the system location (Figure 6-16).

System Setup

() Welcome

) System Name

() Licensed Functions
() Date and Time

(#) Call Home
4+ System Location
Contact
Email Servers

Summary

System Location

Service parts should be shipped to the same physical location as the system.

Company name:

System address:

City:

State or province:

Postal code:

Country or region:

Comment:

| 1BM

| Le plan du bois

| La Gaude

|FR

(08810

| France

[Lab1

Figure 6-16 Physical system location
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2. On the Contact page (Figure 6-17), validate or enter contact information for the person
that the support center should contact to resolve issues with the system. Other information
is used by the the support center to contact your support team, so be sure that the
information is accurate.

Tip: The value in the Email address field will be used by the IBM FlashSystem V9000 to
send email messages for heartbeat, call home, or events. This address must be authorized
by your SMTP server. Usually a “white list” mechanism is the way to do this. Be sure to
involve the SMTP support team when you set up the value in the Email address field.

System Setup X

& Welcome

Contact
) System Name
The support center contacts this person to resolve issues on the system.

() Licensed Functions

Name: Mr Xxxxx

(¥ Date and Time

@ call Home Email: mrxooox@mymail.com

v System Location
+ Contact Phone (primary): 0000000000000
Email Servers

Phone (alternate): EERERREEEEEEE]
Summary

Figure 6-17 Contact details
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3. Validate or enter the information about the Email Servers, SMTP server IP address
(Figure 6-18). You can add more than one server by clicking the plus sign (+) button.

System Setup

(¥ Welcome

Email Servers
@ System Name
Call home and event notifications are routed through this email server.

() Licensed Functions

Server IP: Port:
(@ Date and Time L —— |28 ‘@_

@ Call Home
v System Location
v Contact
+ Email Servers

Summary

Set up call home later

© Nesatelp <G WAool sna x> | [“cancer |
Figure 6-18 Email Servers (SMTP IP address)
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6.5.7 Summary of changes

The initial setup is now completed. Review the changes:

1. Figure 6-19 shows a summary of all data. Read the information carefully. You can click
Back to correct data, or click Next to validate the data.

System Setup X
) Welcome Summary
() System Name System Information
9846-AC2: T5AMT710 v" Online
9846-AC2: 75AM730 ¥ Online
() Licensed Functions
System name: Cluster_name... Date: Oct 31, 2016
Code level: 7.7.1.2 Time: 8:49:00 PM
(g Date and Time Time zone: (GMT+1:00) Brussels, Copenhage...
) call Home
Call Home
@ Summary System Location
Company name: IBM
Street address: Le plan du bois
City: La Gaude
State or province: FR
Postal code: 06610
Country or region: France
Comment: Lab 1
Contact
Contact name: M XXXXX
Email address: mr.xxxx@mymail.com
Telephone (primary): 0000000000000

Telephone (alternate): 1111111111111

Email Servers
server IP Port
25

) e =N

Figure 6-19 Summary of all changes

2. The next window summarizes all changes (Figure 6-20). On error, you can click Cancel, or
click Close to continue.

System [nitialization

v’ Task completed. 100%

v View more details

Task started. B8:51 PM
Running command:

svctask chsystem -—easysetup no
Synchronizing memory cache.
The task is 100% complete.

Task completed.

(o=

Figure 6-20 Summary of all changes completion window
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3. You are redirected to the management GUI, click Close to continue (Figure 6-21).

Setup Completed X

System setup is complete.
You will be redirected to the management GUI.

| Close | |
e

Figure 6-21 Setup wizard completion window

4. A Suggested Tasks window opens (Figure 6-22). For now, click Cancel to move on to
adding the AE2 storage enclosure.

Suggested Tasks x

Enable Encryption

Download Application

" Cancel |

A

Figure 6-22 Setup suggestions
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6.5.8 Add AE2 storage enclosure

The final step is to add the AE2 storage enclosure to the IBM FlashSystem V9000
configuration:

1. Click the AE2 storage enclosure (Figure 6-23), which automatically starts the wizard.

{Click to add additional storage]
= io arp0
N X
|
- J
— ’ g
RS e E——

No Storage Configured

Figure 6-23 Add AEZ2 storage enclosure

2. The Welcome panel opens (Figure 6-24). Click Next to start to add the AE2 storage
enclosure.

Add Enclosures

&) Welcome

Summary

© Need Help

Welcome

This wizard will add additional storage to your system.

(SRS YRETTI

Figure 6-24 Add AEZ2 storage enclosure wizard Welcome panel
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3. The code update or downgrade of the AE2 storage enclosure starts. Wait for the task to

complete (Figure 6-25) or click Cancel to stop the process. When the Close button is

enabled, click it to continue.

Checking
The task
Checking
The task
Checking

The task

The task

Adding storage enclosures

v~ Task completed.

v View more details

for storage enclosure
is 24% complete.
for storage enclosure
is 25% complete.
for storage enclosure

is 26% complete.

The storage enclosure has been

is 100% complete.

Getting totals..
Synchronizing memory cache.

Task completed.

100%

(id=1). 9:31 pM *

{id=1}:

fid=1}.

added to the system.

"Close ™ [ WCIeE

Figure 6-25 Add AE2 storage enclosure results

4. The summary of the available storage is displayed (Figure 6-26 on page 252). Click either
Back to stop the process or Finish to continue.
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Add Enclosures b4

(@ Welcome

Summary
2) Summa
U v Expansion Enclosure
Capacity: 8.32 TiB
Flash modules: 8

~ = o |

Figure 6-26 Add AE2 storage enclosure summary

5. Wait for the task to complete (Figure 6-27). Click either Cancel to stop the task or Close to
continue.

vy~ Task completed. 100%

v View more details

svcinfo lsarrayinitprogress —delim , 0 9:33 pM *
Initializing array - 66% completed. 9:33 PM
Running command: 9:33 PM
svcinfo lsarrayinitprogress —delim , 0 9:33 PM
Initializing array - 895% completed. 9:33 PM
Running command: Ligel s |
svcinfo lsarrayinitprogress —delim , 0 O 33N PM
Initializing array - 100% completed. 9:33 PM| =
Synchronizing memory cache. 9:34 PM |
The task is 100% complete. 9:34 PM
Task completed. 9:34 BM v

{ciose— | eaEE

Figure 6-27 Add AEZ2 storage enclosure result
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6. You can now close the last window and start to create MDisks on your IBM FlashSystem
V9000 (Figure 6-28).

Add Enclosure X

@ Adding storage completed.

Use the MDisks by Pools page to configure the new storage.

Figure 6-28 Adding AE2 storage enclosure complete
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Host configuration

This chapter describes the host configuration procedures to attach supported hosts to
IBM FlashSystem V9000.

This chapter includes the following topics:

Host attachment overview

IBM FlashSystem V9000 setup

iSCSI

File alignment for the best RAID performance
AIX: Specific information

IBM i: Specific information

Windows: Specific information

Linux: Specific information

VMware: Configuration information

Oracle (Sun) Solaris: Configuration information
Hewlett-Packard UNIX: Configuration information
Using NP1V functionality

Using SDDDSM, SDDPCM, and SDD web interface
More information

YVYVYYVYYVYVYVYVYVYVYVYVYYVYY

© Copyright IBM Corp. 2015, 2016. All rights reserved.

255



7.1 Host attachment overview

The IBM FlashSystem V9000 can be attached to a client host by using three interface types:

» Fibre Channel (FC)
» Fibre Channel over Ethernet (FCoE)
» IP-based Small Computer System Interface (iSCSI)

Always check the IBM System Storage Interoperation Center (SSIC) to get the latest
information about supported operating systems, hosts, switches, and so on.

If a configuration that you want is not available on the SSIC, a Solution for Compliance in a
Regulated Environment (SCORE) or request for price quotation (RPQ) must be submitted to
IBM requesting approval. To submit a SCORE/RPQ, contact your IBM FlashSystem
marketing representative or IBM Business Partner.

IBM FlashSystem V9000 supports 16 gigabits per second (Gbps) FC attachment direct
connection to client hosts. Verify your environment and check its compatibility to use 16 Gbps
direct attachment to the host by accessing the IBM System Storage Interoperation Center
(SSIC) web page:

http://www.ibm.com/systems/support/storage/ssic/interoperability.wss

For details, see the IBM FlashSystem V9000 web page in IBM Knowledge Center:
https://ibm.biz/fs_V9000 kc

Also see, the “Host attachment” topic in IBM Knowledge Center:
https://ibm.biz/Bdsix6

IBM FlashSystem V9000 supports a wide range of host types (both IBM and non-IBM), which
makes it possible to consolidate storage in an open systems environment into a common pool
of storage. The storage can then be managed using pooling more efficiently as a single entity
from a central point on the storage area network (SAN).

The ability to consolidate storage for attached open systems hosts provides these benefits:

Unified, single-point storage management

Increased utilization rate of the installed storage capacity

Use data mobility to share storage technologies between applications

Advanced copy services functions offered across storage systems from separate vendors
Only one kind of multipath driver to consider for attached hosts

vyvyVvyyy

7.2 IBM FlashSystem V9000 setup
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In most IBM FlashSystem V9000 environments where high performance and high availability
requirements exist, hosts are attached through a SAN using the Fibre Channel Protocol
(FCP). Even though other supported SAN configurations are available, for example, single
fabric design, the preferred practice and a commonly used setup is for the SAN to consist of
two independent fabrics. This design provides redundant paths and prevents unwanted
interference between fabrics if an incident affects one of the fabrics.
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Internet Small Computer System Interface (iSCSI) connectivity provides an alternative
method to attach hosts through an Ethernet local area network (LAN). However, any
communication within IBM FlashSystem V9000 system, and between IBM FlashSystem
V9000 and its storage, solely takes place through FC.

IBM FlashSystem V9000 also supports FCoE, by using 10 gigabit Ethernet (GbE) lossless
Ethernet.

Redundant paths to volumes can be provided for both SAN-attached, FCoE-attached, and

iISCSl-attached hosts. Figure 7-1 shows the types of attachment that are supported by IBM
FlashSystem V9000.

Logical Entitiy
(Volume)

¥,

- k ~
- ~\\
S "\
~ \
LY

¢ “ 5\ SAN/FC

y ¥ y

IBM FlashSystem V9000 C

Storage Virtualization, Advanced Copy function, Thin Provisioning, Easy Tier 3, Scale Up & Out, RtC

.,

-
-
e

Figure 7-1 IBM FlashSystem V9000 host attachment overview

7.2.1 Fibre Channel and SAN setup overview

Host attachment to IBM FlashSystem V9000 with FC can be made through a SAN fabric or
direct host attachment. For IBM FlashSystem V9000 configurations, the preferred practice is
to use two redundant SAN fabrics. Therefore, IBM advises that you have each host equipped
with a minimum of two host bus adapters (HBAs) or at least a dual-port HBA with each HBA
connected to a SAN switch in either fabric.

IBM FlashSystem V9000 imposes no particular limit on the actual distance between IBM
FlashSystem V9000 and host servers. Therefore, a server can be attached to an edge switch
in a core-edge configuration and IBM FlashSystem V9000 is at the core of the fabric.

For host attachment, IBM FlashSystem V9000 supports up to three inter-switch link (ISL)
hops in the fabric, which means that connectivity between the server and IBM FlashSystem
V9000 can be separated by up to five FC links, four of which can be 10 km long (6.2 miles) if
longwave small form-factor pluggables (SFPs) are used.

The zoning capabilities of the SAN switches are used to create distinct zones for host

connectivity, for connectivity to the IBM FlashSystem V9000 storage enclosures in scalable
building blocks, and to any external storage arrays virtualized with IBM FlashSystem V9000.
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IBM FlashSystem V9000 supports 2 GBps, 4 GBps, 8 GBps, or 16 Gbps FC fabric,
depending on the hardware configuration and on the switch where the IBM FlashSystem
V9000 is connected. In an environment where you have a fabric with multiple-speed switches,
the preferred practice is to connect the IBM FlashSystem V9000 and any external storage
systems to the switch that is operating at the highest speed.

For more details about SAN zoning and SAN connections, see the topic about planning and
configuration in Implementing the IBM System Storage SAN Volume Controller V7 .4,
SG24-7933.

IBM FlashSystem V9000 contains shortwave small form-factor pluggables (SFPs). Therefore,
they must be within 300 meters (984.25 feet) of the switch to which they attach. The IBM
FlashSystem V9000 shortwave SFPs can be replaced with longwave SFPs, which extends
the distance for connectivity to the switches with that of the SFPs specification typically 5, 10,
or 25 kilometers.

Table 7-1 shows the fabric type that can be used for communicating between hosts, nodes,
and RAID storage systems. These fabric types can be used at the same time.

Table 7-1 IBM FlashSystem V9000 communication options

Communication type Host to FlashSystem FlashSystem
FlashSystem V9000 to external | V9000 to
V9000 Storage FlashSystem
V9000
Fibre Channel SAN (FC) Yes Yes Yes
iSCSI (1 Gbps or 10 Gbps Ethernet) | Yes Yes? No
FCoE (10 Gbps Ethernet) Yes No Yes

a. Starting with Version 7.7.1.1 of the IBM FlashSystem V9000 software, IBM FlashSystem
A9000 and XIV Gen 3 can also be attached via iSCSI.

To avoid latencies that lead to degraded performance, avoid ISL hops when possible. That is,
in an optimal setup, the servers connect to the same SAN switch as the IBM FlashSystem
V9000.

The following guidelines apply when you connect host servers to an IBM FlashSystem V9000:

» Up to 512 hosts per building block are supported, which results in a total of 2,048 hosts for
a fully scaled system.

If the same host is connected to multiple building blocks of a cluster, it counts as a host in
each building block.

» A total of 2048 distinct, configured, host worldwide port names (WWPNs) are supported
per building block for a total of 8192 for a fully scaled system.

This limit is the sum of the FC host ports and the host iSCSI names (an internal WWPN is
generated for each iSCSI name) that are associated with all of the hosts that are
associated with a building block.
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7.2.2 Fibre Channel SAN attachment

Switch zoning on the SAN fabric defines the access from a server to IBM FlashSystem
V9000.

Consider the following rules for zoning hosts with IBM FlashSystem V9000:
» Homogeneous HBA port zones

Switch zones that contain HBAs must contain HBAs from similar host types and similar
HBAs in the same host. For example, AlX and Microsoft Windows hosts must be in
separate zones, and QLogic and Emulex adapters must also be in separate zones.

Important: A configuration that breaches this rule is unsupported because it can
introduce instability to the environment.

» HBA to IBM FlashSystem V9000 port zones

Place each host’s HBA in a separate zone along with one or two IBM FlashSystem V9000
ports. If there are two ports, use one from each controller in the building block. Do not
place more than two IBM FlashSystem V9000 ports in a zone with an HBA, because this
design results in more than the advised number of paths, as seen from the host multipath
driver.

Number of paths: For n + 1 redundancy, use the following number of paths:

» With two HBA ports, zone HBA ports to IBM FlashSystem V9000 ports 1:2 for a total
of four paths.

» With four HBA ports, zone HBA ports to IBM FlashSystem V9000 ports 1:1 for a
total of four paths.

Optional (n+2 redundancy): With 4 HBA ports, zone HBA ports to IBM FlashSystem
V9000 ports 1 - 2 for a total of eight paths. The term HBA port is used here to describe
the SCSI initiator and /BM FlashSystem V9000 port to describe the SCSI target.

» Maximum host paths per logical unit (LU)

For any volume, the number of paths through the SAN from IBM FlashSystem V9000 to a
host must not exceed eight. For most configurations, four paths to a building block (four
paths to each volume that is provided by this building block) are sufficient.

Important: The maximum number of host paths per LUN should not exceed eight.

» Balanced host load across HBA ports

To obtain the best performance from a host with multiple ports, ensure that each host port
is zoned with a separate group of IBM FlashSystem V9000 ports.

» Balanced host load across IBM FlashSystem V9000 ports

To obtain the best overall performance of the system and to prevent overloading,
the workload to each IBM FlashSystem V9000 port must be equal. You can achieve
this balance by zoning approximately the sam