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Introduction

Riverbed SteelConnect Manager (SCM) provides the
ability to orchestrate the deployment of virtual
SteelConnect gateways and virtual SteelHeads directly
into Amazon Web Services (AWS) virtual private clouds
(VPCs) effectively linking branch offices, data centers,
and headquarter (HQ) locations and VPCs, both in the
same or different regions together. After integrating SCM
with your AWS account (through Identity and Access
Management [IAM] cross-account), the console
automatically discovers and displays your subnets, in all
VPCs and regions.

With SteelConnect’s knowledge of your infrastructure,
you can deploy virtual SteelConnect gateways and
SteelHeads in all (or individual) VPCs and establish an
automated VPN overlay through the internet while also
benefitting from optimizing your applications over the
WAN. This software-defined WAN automation
interconnects VPCs using full-mesh VPN routing—with
no manual configuration.

The Riverbed Single-Click Deployment of SteelHead in
the Cloud is the solution to providing performance,
security and resiliency in a hybrid cloud environment
with AWS.

This Solution Guide will provide a step-by-step guide to
connecting AWS VPCs with Riverbed SteelConnect and
deploying the Single-Click Cloud SteelHead WAN
optimization solution in AWS. Traffic can be optimized
from your branch offices and data centers to your VPCs
and/or directly between VPCs.

Detailed steps for the following topics and workflows are
included:

— Deploying Single-Click Cloud SteelHead in AWS

— High Availability design options for AWS
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— Specifications for SteelConnect gateway and
Single-Click Cloud SteelHead(throughput,
connections)

— Configuration requirements if using a physical
(branch/HQ) site to connect to Single-Click
Cloud SteelHead

— Troubleshooting tips

Audience

This guide is written for security and network
administrators who have basic familiarity with AWS and
Riverbed SteelHead SD-WAN offerings. For further
information on Riverbed WAN optimization please refer
to the SteelHead User Guide.

The Challenge

Accessing and transferring data to/from the cloud
presents a different set of challenges than moving data
between physical branch and datacenter locations.

A virtual private cloud (VPC) is a virtual network
dedicated to your AWS account. It is logically isolated
from other virtual networks in the AWS cloud. You can
create multiple VPCs within the same region or in
different regions, in the same account or in different
accounts. VPC’s are not inherently connected together,
and while various options exist, none of them provide a
fully automated orchestration like SteelConnect does.

The challenge associated with accessing data in the
public cloud is that the location(s) can be geographically
distant from some or all of your branch offices.
Combined with the first-come first-serve model of the
public Internet, exchanging large files such as
engineering documents or accessing applications from
company offices can be slow and subject your users to
varied results.

Lastly, data hungry applications egress costs from the
AWS cloud could be significant. The fact that Single-
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Click Cloud SteelHead reduces data/bandwidth
requirements helps reduce the data egress costs as
well.

The Solution

Using SteelConnect to connect VPCs you get much
more than an automated IPsec VPN connection.
Additional security features include a stateful firewall,
access control and built-in identity integration, all
delivered in an orchestrated fashion with minimal
configuration overhead.

In addition, SteelHead WAN optimization enhances your
SteelConnect AWS deployment by automatically
optimizing all TCP traffic to increase speed and reduce
bandwidth over SteelConnect links. Now you can not
only connect VPCs anywhere in AWS together (or bring
the cloud closer by providing a direct path to your AWS
applications from each branch) but also use SteelHead
to boost performance and reduce traffic. Everything is
controlled via a singular cloud console for a true hybrid-
wan solution using the very latest in software-defined
automation.

Solution Components
SteelConnect Management Console (SCM)
Single-Click Cloud SteelHead

SteelConnect virtual Gateway

A

Enterprise gateway/on-premises SteelHead
(only needed if you have physical sites that you
wish to connect to your AWS VPCs).

Deployment Steps

A sample organization with applications and services in
AWS is shown below:
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Fig. 1 Sample enterprise with distributed offices

The figure above shows a sample SteelConnect
deployment at 4 sites — the Headquarters in San
Francisco, branch office in Dallas plus two AWS
deployments — one in US-East region (Ashburn) and one
in EU-West (Frankfurt).

With Single-Click Cloud SteelHead, traffic can be
optimized between all these sites (Enterprise Branch/HQ
to AWS cloud and AWS cloud (US) to AWS cloud
(Europe) for example.

At a high-level, there are 4 steps involved to deploy
Single-Click Cloud SteelHead include:

1. Go to the AWS marketplace and associate your
AWS account(s) to Riverbed SteelConnect
Gateway and SteelConnect Steel[Head WAN-
optimization so they can be launched by SCM.

2. Log in to your SCM console and enter your AWS
IAM details

3. Import your VPCs and connect subnets into
SteelConnect

4. Deploy SteelConnect gateways and SteelHeads
in your virtual network

Let's explore these steps in further detail below.

First, you need to subscribe to the Riverbed
SteelConnect Gateway and SteelConnect
SteelHead WAN-Optimization products in the AWS
Marketplace. This is a one-time operation per
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product.

)

ii)

From the AWS Marketplace “subscribe” to
SteelConnect Gateway and SteelConnect
SteelHead WAN optimization:

Step 1: Choose an Amazon Machine Image
An AMI I  template that confains the software confquralion (operafing sy
ser communiy, of the AWS Marketplace; of you can select o

lication server, and appications) required to launch your Instance Yo
* own AMIs.

Quick Start
% rverbed
My AMis.

riverbed

AWS Marketplace

Communtty Auis
Free Triol

¥ Categories mpartmentaiized, mullVPC atchitectu

All Categories
Developer Tools (2) " SteelConnect SteelHead WAN-Optimization
riverbed e

by

¥ Operating System

Clear Fiter Free Trial

~ Al LinuxiUnix

Fig. 2 Riverbed product subscription on AWS
Marketplace

If you already have an SCM, then you
simply “accept the terms” from AWS and
proceed to step ix) on page 5 below. If you
do not have an SCM yet then continue to
step iii).

Select the Manual Launch tab and accept
software terms.

iv)

v)

Vi)
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Launch on EC2:
Riverbed SteelConnect Gateway

1-Click Launch

Review, modify and launc h

Manual Launch
With EC2 Console, APl or CLI

Click "Accept Software Terms" to gain access to this
Software

Once you accept these terms, yvou will have access to this software in any supported
region. You can then launch the AMIs listed below directly from the EC2 conscle, EC2
APIls, or with other AVWS management tools

~ Version

1.19.595, released 06/17/2016 -

Usage Instructions

~ Launch

AMI IDs

Region D

Asia Pacific (Mumbai) ‘ami-c Sa8c 2ab
p— —
asta Pactic (Smoapore) ami 150006
Asia Pacific (Sydney) ‘ami-37b25b54
rsia Pacic (Seou aes210a80
EU (Frankfurt) ami-42745421
reia Pacie (Tokyo) o tot4ne5a
US East (M. \rginia) -ami-61995f0c Launch with EC2 Console

Fig. 3 AWS launch steps - selecting region

Choose the AWS region where you want to
deploy the SteelConnect gateway and
Single-Click Cloud SteelHead.

Choose an Instance Type to meet the
resources needed for your environment. For
additional detail on Single-Click Cloud
SteelHead requirements, please refer to the
‘Specifications’ section later in this
document.

Click ‘Review & Launch’ and then ‘Launch’.

You are then prompted to create a new key
pair for if you ever needed to directly access
the instance for troubleshooting. You can
also use one of your existing key pairs.
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Select an existing key pair or create a new key pair X

Akey pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the: private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Leamn more
about removing existing key pairs from a public AMI

Create a new key pair M
Key pair name

Download Key Pair

You have to download the private key file (*.pem fie) before you can continue
Store it in a secure and accessible location. You will not be able to download the
file again after it's created

Fig. 6 Trial SCM login information

cancel Open another browser tab and access your
new SCM trial with the information provided.
Fig. 4 Key-pair creation in AWS Note that your password to the trial SCM will
be the unique instance ID you’ve launched.
After you login to the SCM, continue with
step ix) now to provide SCM with your AWS
account credentials.

vii) When the instance is launched, you can see
it running in EC2:

Mame Instance 1D nstance Type - Avalabilly Zome - Instamce Siste - Siafus Checks - Alam Siatss.  Public INS Pailc 1P

B SweslConnect Gateay  H0121580R0GXT0E  2micro ewest-1b & nnning & 22 chaths, Mone. Yo ARG Hew 5221363138 IX) If you are a.n eX|St|ng SCM CUStomer, after
accepting the terms of the product(s), just go

Fig. 5 SteelConnect gateway in EC2 i )
login to your SCM Console and navigate to

viii) For new SCM customers (i.e you do not the AWS menu under ‘Network Design’:
have a SCM console currently) you are riverbed
provided with the trial SCM login information : & Amazon Web Services
when you first attempt to launch the | s | B wns omepic
instance. The info for your trial SCM is . ! e
displayed if you open the instance IP using a . s . , O
browser or via SSH. (SSH output below). i

Fig. 7 AWS menu in Riverbed SteeclConnect Manger

Click ‘Add account’. Follow the process to create a
secure IAM role to permit SCM access to your AWS
infrastructure, then return and enter the account
name, account type and role ARN as described in
the SCM console.

© 2016 Riverbed Technology. All rights reserved.
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A Add AWS account
Account name @ | AWS-test

Account type @ | 1AM role M

IAM Role-Based access is the preferred method for AWS API interaction. It requires that you authorize SteelConnect to
use the AWS API. To do that. perform the following steps:

= Login to your AWS console
= Click Services and select the 1AM service
» Click on Rolesand then Create new Role
* Seta Role Name of your choice (e.g. "SteelConnect”) and click Next
* Select Role for Cross-Account Access and Allow IAM users from a 3rd party AWS account to access this account
* Enter
© Account ID: 334539603291
o External ID: cVO33PcTqy2EcPMA
© Require MFA: Unchecked
* Select the AmazonEC2FuliAccess and CloudWatchFullAccess policies and click Next Step
= Copy the Role ARN and click Create Role
= Back here in SteelConnect, paste the Rofe ARN in the field below and click Submit

Role ARN @ | Enter the Role ARN that has been generated in the AWS management console
© Cancel

Enier the ID of ihe 3rd party AWS account whos 1AM users will be able to access this account. Enter ine extemal ID provided by the 3¢d party. For detais, see About the Extemal ID

Account ID: 334539603291
Extemal ID: VO33PCTqy2ECPMA
Reguire MFA:

Fig. 8 AWS credentials entry in SCM

After your copy the ‘Role ARN’ from AWS and paste it
into your SCM, you will see the ‘subscribed’ message in
SCM ‘Marketplace’ field:

& M2n
. @ Amazon Web Services
Accounts | ImportVPCs  Deploy Instances
Name Type Role / Access Key Staws  Marketplace
& Delese | R AWStest Mo e aM:aws:1am:629560005491 role/SC [ o ] e

Fig. 9 SCM shows AWS successfully subscribed

Under ‘Import VPCs’ you will see the entire list of VPCs
in your AWS network. There are currently 12 AWS
regions worldwide. Note that AWS uses the same
default VPC IP address and subnets in all regions
worldwide. AWS expects that you will create your own
specific IP address for each region. Thus, the
recommendation is to create a new VPC in each region
where you want to deploy Single-Click Cloud SteelHead,
prior to deploying any instances, to avoid overlapping
subnets when you connect things together.

To deploy a gateway in one or more of these VPC’s,
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click ‘Connect’ for whichever subnets you want to link.
> Amazon Web Services

Accounts | Import VPCs | Deploy Instances
TETECT SUDMET SUDNET-0525Taaa CIUR T72:5 T:U:07 20

Canneet Subnet subnet-e3816899 CIDR 172,31.16.0/20
BB EU, Ireland [eu-west-1]

Disconnect all subnets @ VPCvpc-883dacec | CIDR 172.31.0.0/16 | < AWS-test
Subnet subnet-36e2516e CIDR 172.31.32.0/20, 2 instances

Subnet subnet-537¢1125 CIDR 172.31.16.0/20

Subnet subnet-dd1465b9 CIDR 172.31.0.0/20
Connect all subnets #% \PC vpc-b73faed3 | CIDR 10.6.0.0/16 | & AWS-test
Connect subnet Public subnet Ireland [subnet-b37f12¢5] CIDR 10.6,0,0/24, 1 instance

3 South America, Sao Paulo [sa-east-1]

Connact all subnets

#* VPCvpc-bB4daadc | CIDR 172.31.0.0/16 | & AWS-test

Subnet subnet-a35f71fa CIDR 172.31.16.0/20

subnet subnet-c0f283a4 CIDR 172.31.0.0/20
g US East, N. Virginia [us-east-1]

Connect all subnets

% VPCvpc-1ddBff7a | CIDR 172.31.0.0/16 | <> AWS-test
-

Fig. 10 Connect VPC subnets in SCM

This step prepares the necessary updates and
configurations locally on SteelConnect Manager, but
does not yet propagate anything to your AWS
infrastructure.

C Y} | & hiips/conscleawsamazon.comizm/hor

*

urce Grougs ~

Attach Policy

‘Select ane of more polcies 1o atach. Each foke can have up 10 10 polces atached.

Siep 3 Estabish Trust

Filter: Policy Type~

Step & Amath Poliy
Policy Name & Aftached Entiies Creation Tme &
O W AmaonediGaewPisoCkodWatlogs 1 WENN ZTAUTC
¥ W AmazoDMSObu 1 G017 344 UTC
¥ 1 2015-00-06 1340 UTC
O W neminisrodccess 0 330UTC
O W AmazoedPIGaieveyAdminisiaior 0 09 1834 UTC

Fig. 11 AWS Policy view

To add Single-Click Cloud SteelHead WAN optimization
to your deployment, you must subscribe to that product
as well so it can be orchestrated from SteelConnect
Manager. Go back to the AWS marketplace and click on
SteelConnect SteelHead WAN-optimization now to
subscribe (if you have not done so already as listed in
step i) above).
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In the SCM console, now that you have ‘connected’ the
subnets in the VPCs, you're ready to deploy gateways
and SteelHeads into your virtual network. When you
click on ‘Deploy Instances’ you are presented with the
option to deploy a SteelConnect Gateway and a
SteelHead into a VPC you have connected in the
previous step.

En Deploy Instances

This will now launch instances into the selected Vi
availability zones, AWS will bill your connected ac

oying redundant will create two, highly-available stacks in separate
for usage.

VPN gateway 12.medium (120 Mbps) [rec .

SteelHead [WAN optimization) @l None M
None
Deploy redundant t2.medium (30 Mbgs throughput)
t2.1arge (60 Mbps throughput)
m4.large (120 Mbps throughput)
md.darge (175 Mbps throughput)
m4.Zxlarge (250 Mbps throughput)

N - <:arge (400 Mbps throughput) ]

Fig. 12 Gateway & Single-click Cloud SteelHead
deployment in SCM

You also have the option to ‘deploy redundant’ VPN
gateway/WAN optimization stacks for high availability
(HA) across multiple availability zones in AWS. To avoid
creating a single point of failure, it is strongly
recommended you use redundancy.(This will be
discussed later in this document.)

When you deploy, the orchestration will stand up a
SteelConnect stack in the selected VPC. This includes
the creation of dedicated Uplink/Downlink subnets,
assignment of an elastic IP to the gateway, and the
instances themselves. Your existing AWS infrastructure
will not be affected, and all operations are logged both in
the SCM and in AWS CloudTrail (which you should
already have enabled).

© 2016 Riverbed Technology. All rights reserved.

After a short time the instances will show as ‘deployed’:

% ot Gl Swhal  feody e

g lnigly NS el {imimy {mim i

iy GG BRpetiibis e fniy ~ tinefim

Fig. 13 successfully deployed Single-Click Cloud
SteelHeads in SCM

There is a SteelHead tab in the Appliance menu
providing information such as the serial number, IP
address etc.

riverbed stceiconnect Manager
= SDI-AWS

U Gateways

Ensite >> All sites <<
1 | Live | IPs  AutovPN Tools SteelHead

Q search
SEUTEN oniine |
Model Config Up-to-date

1 Site Br AWS-BR-vpc-bsadsadc
En AWS-BR-vpc-bB4d84dc » 88 SDI-AWS

Q sa-east-1a Location sa-east-1a

Role Primary

& SDI-AWS
Live IPs AutoVPN Tools SteelHead

Status [ENE
Role Primary
Serial XMNA4SEAAACTI1AIES
WAN Optimization Serial VSCUMODIBZ7700
Firmware version 9.2.1 -awsscsh
Uptime ad 1h 26m S9s
IP address 172.31.255.246
AWS Instance ID i-080d1bsfadaaf1758

AWS Instance Type t2.medium

Fig. 14 Single-Click Cloud SteelHead information in SCM

While not required, if you need to make specific
configuration changes to the Single-Click Cloud
SteelHead, you can login to it from the browser of a jump
host (Windows/Linux) in your VPC by navigating to its
private IP in the downlink subnet. The initial logon
credentials for the SteelHead is user ‘admin’ and your
specific ‘Instance-Id’ as password.
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s Nt Insance 0 tnstmce Type « Avalllly Zom - lrstwce Sk - Suaus Checks Al Soms  Public DNS

B St ootk ta Steabiand

Instance: | 19C7400<0210453645 (StewiConnect eu-contral-1a_Sieelead]  Private P 172.31255.245 L1}

Descripbcn  SubsCles  Mosoiny  Taz  Usage esucsons

@ AW DE~pc5350bc3b. x ' G Google x
« C | @ 17231.255.246/login7next=

Riverbed SteelHead

riverbed
SteelHead

Sign in to AWS-DE-vpc-
535bbc3b_eu-central-1a_scsh

admin

Fig. 15 SteelHead login screen — Instance ID as password

Route-Tables

When using automatic routing, the connected subnets
route-table is modified by SCM automatically to control
the way traffic is routed to other SteelConnect sites.

The Single-Click Cloud SteelHead will automatically use
the SteelConnect Gateway as its upstream exit point,
and when present the routes will point to the SteelHead
interface, that traffic is routed through the SteelHead
before being forwarded to the SteelConnect Gateway for
transit.

© 2016 Riverbed Technology. All rights reserved.

VPC Dashboard . g Svonet sctons v < & @
Filter by VPC:

None i Q Search Subnets and their prop X 110 4 0f 4 Subnets.
Virtual Private Cloud Name «  SubnetiD - Swme v VPC - CDR - AvailableIPs + Availability i
Your VPCs SteelConnect ew-central-1a Uplirk subnetaeSadBe§  avaiable  vpe-536bbedb (17231.0.0/16) 172312552408 10 escentral-ia
Subnets B Steshead subnetbESiddd  avalable  vpeS3Sbbedb (172.310.0116) T2IOND 4080 ewcentral-ia
— subneted9i6E9  avalabie  vpe-S3Ebbedb (17231.0.016) 2316020 400 ewcentral-ib

- SteelComect eucentral-1a Downl subnetatiadBcd  avaiable  vpe-53Sbbcdb (17231.0.0/16) 172312552408 9 epcentralia
ntemet Gateways
DHCP Options Sefs
Elastic IPs
Endponts
NAT Gateways
Peering Connections
Security
v
Network ACLs
subnet-b525fddd (172.31.0.0120) _J-}=]
Security Groups
Summary Route Table  NeworkACL  FlowLogs Tags
VPN Connections m
Customer Gatsuays Route Table: rt-00e1b58
v s
Vitual Private Gateways [ —
PN Connections
2310016 local
00.0.00 igw-DeShedsT
12160024 eni 366008 / 10cTdlec 0210463655
12161024 eni 36009 / i 0cT4Dec D21046365
172164024 eni%e00e / 1cTAlec 21463655

Fig. 16 AWS route-tables

You can also see the message in the EventLog to verify
that traffic is being routed through the SteelHead:

Date |t References Message
2016-11-15 AWS account & AWS-test : Routing traffic through the SteelHead in site E§ AWS-DE-vpc-
08:30:59 535bbe3b

Fig. 17 SCM event log

The ‘downlink’ subnet is created in AWS by Riverbed to
house SteelConnect instances and infrastructure without
interfering with your cloud infrastructure in any way -it is
displayed in SCM for clarity and there is no need to
change anything there, nor should you deploy your own
AWS instances in this subnet.

The subnets menu in AWS show that SteelConnect
Gateway and Single-Click Cloud SteelHead reside on
the ‘downlink’ subnet. The ‘uplink’ subnet is used for
traffic going out over the IPsec VPN tunnel established
by SteelConnect to rest of the SteelConnect sites.
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Bl o — our policy engine, or open the SteelConnect firewall fully
= x » fogseasses and rely on AWS security groups. Maintaining two

separate firewalls between connected zones is
redundant and creates extra points of configuration for
no real security benefit.

{# Outbound / Internal rules
Q search
Users / Source Applications / Target
#1 I o & en
‘ #02 HEM or ucling gue: v °
Select a subet above =m0 503 EEE o s

Fig. 18 AWS subnets menu

¢hsubnet-e3816899
> + ¢ Downlink
ehsubnet-537¢1125
¢ + ¢h Downlink

seeerryrererey

VS-IE-vpC-8 < + ch Downlink

Fig. 20 SCM firewall rules

Security Groups

In AWS Security Groups, the default rule will usually
permit outgoing traffic and incoming traffic for only a
select amount of services. To permit additional traffic, SteelHead WAN optimization
you will need to add rules to permit traffic to ingress from
SteelConnect sites (and vice versa). SteelConnect does

NOT adjust the security groups of connected subnets, from a SteelHead management perspective: the
for security reasons you must do this yourself.

SteelHeads will ‘discover’ each other as soon as traffic is
D G S O ey e ooty o e e e s o s, s initiated from a client/server behind the SteelHead. You

WD Sever a1 aow INETT AT 10 (€361 YOUS ISHANCE, 300 IS hal 200w UIWESIICIEN aCcess 1o he HTTE and HTTES pors. "ol Can Creal 3 New SEcurty g1oup of Sect 1o an exising
ane below. Learm more about Amazon EC2 securty grougs:

Auto-discovery is enabled on the Single-Click Cloud
SteelHeads so no additional configuration is necessary

otk sscumy o SCrse vom sk o can see the communicating SteelHead under ‘Peers’ in
sy oun e the SteelHead GUI.
Description: kaunch-wizard-1 created 2016-11-15T01:20:21 018+00°00 e
kol - i s « AWS-DE-UpC-535DDC3D_U-Central-1_SEsh sovees =

3 . Tce a0 anyaners v [000.00 o

DASHBOARD NETWORKING OFTIMIZATION ADMINISTRATION HELP
Al traffic . Al 0- 65535 Custom  * [x]
o Peers optmization » peers @
Hide Disconnected Peers
A Waming fe SteelHead Mobile P Peer Displ
Rules with source of 0.0.0.00 aflow ail IP addresses fo access your instance. We recommend setting securty group rules 10 allow access from known [P addresses only Hide Steelead Mobile Peers. 1Peer Dicplaved

Name 1P Address ©  Model version Licenses

102255246 AWSSCSH

Fig. 19 Security Group modification in AWS
Fig. 21 Single-Click Cloud SteelHead AWS (Germany)

peering with a Single-Click Cloud Steelhead in AWS
(California)

Firewall Rules

SCM also has a fully integrated firewall that is presented
as a rules engine you can configure. Depending on your
architecture and design, you may wish to fully open your
AWS security groups and control SteelConnect traffic via

To test WAN optimization performance, you can launch,
for example, a Windows client in one region and connect

© 2016 Riverbed Technology. All rights reserved.
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to a Windows server in another region. The following
example shows the SMB3.1 protocol being optimized
with Single-Click Cloud SteelHead. The test here is a file
transfer over the WAN from Windows Server 2016 to
Windows Server 2016:

B8 A 0 Notes Source:Port Destination:Port LANIB WANKB Reducion  StartTme Application

L Y LT} 17231.19.188:51591 10.2.1.354:445 g0 11 sl msnneoorsiz  swesn

Fig. 22 81% bandwidth reduction with Single-Click Cloud
SteelHead for this SMB3.1 file transfer

High Availability

To avoid creating a single point of failure, you should
enable high availability when deploying into your
connected VPCs. High availability is available for
SteelConnect gateway-only deployments and for those
that include Single-Click Cloud SteelHead WAN
optimization.

When you choose high availability, SteelConnect will
create fully redundant stacks in different availability
zones, place your desired appliances, and monitor for
their health. Currently, one of the stacks will be set as
the primary while the other is running and standing by,
ready to step in should the stack be declared unviable..
You can determine the current role of a deployed
appliance (primary or secondary) by viewing its role in
the appliance details page.

Note: It will be possible in an upcoming update to have

traffic utilize both links when combined with a “manual
routing” setup.

© 2016 Riverbed Technology. All rights reserved.

VPC Details

VPCID: vpc-badsadc

Primary Stack

Serial # Instance ID Appliance Type Bandwidth (Mbps)

Gateway XN06306DICIBEGAB i-0e9da458c6ae3667a SDI-AWS t2.micro 30

SteelHead XNASFAA4CT31AZEE 1-080d 1067808811758 - 12.medium 6
Redundant Stack '
Serial # Instance ID Appliance Type Bandwidth (Mbps)
Gateway XN25BBIDECS7393C i-0ba3d2f3cb5fada79 SDI-AWS t2.micro 30

SteelHead XN0O83BBC3AB3001 1-08fcEbsebffb34bon - t2.medium 6
Notes

1 The appl
the traffi

e-passive mode which means that they will handle

+ Close

Fig. 23 High-Availability deployment

You have full freedom to modify a deployed stack at any
time. For example, if you decide to first deploy a
SteelConnect Gateway but don’t need redundancy for
testing, you can add a redundant gateway at a later time.
You can also choose to add-in the SteelConnect
SteelHead at a later time. You perform these tasks by
selecting “manage” on a deployed VPC.

& Amazon Web Services

Accounts  Import VPCs | Deploy Instances

site Account Gateway  SteelHead  Redundancy Instance

11y

Fig. 24 Modify deployed stack at any time from SCM

Specifications

The following table lists the currently available models
for SteelConnect gateways and SteelConnect
SteelHeads. The performance numbers are observed
throughputs during benchmarking, and can be higher or
lower depending on factors like the currently-available
bandwidth in a region. As such, your real-time results
may fluctuate. SteelConnect does not restrict or limit

10
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bandwidth in any way; bigger instances with their throughput and hardware, resulting in faster speeds
increased resources are allocated more network across the SteelConnect links.

30Mbps

60Mbps ,
120Mbps 150
175Mbps 9,00
250Mbps 30,00
400Mbps 30,00

Fig. 25 SteelConnect Gateway and Single-Click Cloud SteelHead specifications

Troubleshooting

i) The Event Log in SCM provides a log of all events including whether traffic is successfully being routed
through the SteelHead. Filter on keyword ‘SteelHead’ to search.

2016- AWWS account <= AWS-test : Routing traffic through the steelHead in site BR AWS-DE-vpc-535bbc3
o8150:5s
2016- AWS account <= AWS-test : Bypassing the SteelHead in site Ba AWS-AU-wpc-a96975cc
18sasn
ii) If you forget to subscribe to the AWS Marketplace prior to deploying SteelConnect/SteelHead in SCM, the

deployment will show as ‘deployed with errors’, for example:

11

© 2016 Riverbed Technology. All rights reserved.



& Amazon Web Services

Accounts  Import VPCs | Deploy Instances.

Deploying into a VPC will set up the AWS instances and configure routing to connected subnets via that
instance. VPCs can be deployed individually or all at once. Please note that you can only deploy into VPCs
that you have connected on the Import VPCs tab. Once a VPC is deployed, the launched AWS instances will
update their firmware and reboot, then proceed to build VPN tunnels to your other VPC or on-premise
sites. You can follow that process on the dashboard map.

Site Account Gateway SteelHead Redundancy  Instance
-
Manage Undeplay En AWS-IE-vpc-883dacec < AWS-fest t2.micro Unoptimized off 09fd140b1e8951c4b Error(s) with Details
operation i
iii) If you are connecting two or more AWS regions, ensure that you create a new VPC to prevent overlapping

IP’s. AWS default IP’s are the same in all regions, so you don’t want to use the default VPC for that reason.

About Riverbed

. h d
Riverbed, at more than $1 billion in annual revenue, is the leader in application performance infrastructure, delivering the rlver e
most complete platform for the hybrid enterprise to ensure applications perform as expected, data is always available

when needed, and performance issues can be proactively detected and resolved before impacting business performance.
Riverbed enables hybrid enterprises to transform application performance into a competitive advantage by maximizing

employee productivity and leveraging IT to create new forms of operational agility. Riverbed’s 27,000+ customers include
97% of the Fortune 100 and 98% of the Forbes Global 100.

Learn more at riverbed.com
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